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1
Introduction
In the LS [1] CT1 informs RAN3 that a “kill all” mechanism has been agreed in combination with introduction of the Stop Warning Indication. In this paper the performance of the specific solution provided by CT1 is analysed showing that the solution is not reliable. A solution to this problem is also proposed. Further the impact on the architecture is discussed.   
2
Analysis of CT1 Stop/Kill all solution
2.1 Information received from CT1

The description of the Stop Warning Indication message is [1]:
“7. If the Send Stop Warning Indication parameter was present in the Stop Warning Request and it is configured in the MME based on operator policy, the MME forwards the Broadcast Cancelled Area List it has received from the eNodeB in a Stop Warning Indication(s) to the CBC. The MME may aggregate Broadcast Cancelled Area Lists it receives from eNodeBs.

If the CBC has requested the MME to send Stop Warning Indications, then the CBC releases the Serial Number of a message after it has stopped receiving the Stop Warning Indications for that message.

NOTE:
Support for Stop Warning Indication(s) is optional in the MME.”

The detailed content of the Stop Warning Indication message is described in section 9.2.21 in the attachment to [1] as:

“
	PARAMETER
	REFERENCE
	PRESENCE

	Message Type
	9.3.28
	M

	Message Identifier
	9.3.1
	M

	Serial-Number
	9.3.3
	M

	Broadcast Cancelled Area List
	9.3.42
	O


This message is sent by the MME to report to the CBC the Broadcast Cancelled Area List the MME has received from the eNodeB in a KILL RESPONSE. The MME may aggregate Broadcast Cancelled Area Lists it receives from eNodeBs.

The Broadcast Cancelled Area List IE is included in the STOP-WARNING-INDICATION when stopping the broadcast was successful in at least one of the cells within the eNodeBs.”

2.2 Updated Stop Warning Sequence
Figure 1 shows the sequence diagram when the CBC successfully stops a broadcast in the eNodeB using the Stop Warning Indication message in [1]. Here, a timer is added in the CBC which is started when the Stop Warning Confirm message is received and expires at time T (the timer T is not standardized). 


[image: image1.emf]Time = T

Time = 0

eNodeB MME CBC

Stop Warning Confirm (MsgId, SerialNr)

Stop Warning Request (MsgId, SerialNr)

Kill Request (MsgId, SerialNr)

Kill Response (MsgId, SerialNr, 

BroadCastCancelledAreaList)

Stop Warning Indication (MsgId, SerialNr,  

BroadcastCancelledAreaList)


Figure 1: Successful stop of a broadcast.

From Figure 1 it is clear that the MME does not initiate the Kill procedure towards the eNodeB until the Stop Warning Confirm message has been sent. The CBC is not aware of the result until the Stop Warning Indication is received or when the timer expires when it has to assume that the message is lost. 

2.2.1 Error Analysis
In the normal case the CBC and eNodeB remain synchronised. However, if the Broadcast Cancelled Area List IE is not properly forwarded to the CBC synchronisation between the CBC and eNodeB is lost which is shown below.
Start Condition: The CBC has successfully started the broadcast indicated by Message ID = 1 and Serial Number = 1 in Warning Area = 1. 
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Figure 2: The sequence shows how the introduction of a stop warning indication according to the attached document in [1] may cause the CBC and eNodeB to lose synchronisation. Cell 1 belongs to WA1 which shall be stopped by the CBC. The left hand side shows the CBC internal state describing broadcast status of cell 1. The right hand side shows the broadcast status in cell 1.
1. The CBC sends the Stop Warning Request to the MME. 

2. The MME confirms that the Stop Warning Request is received.

3. The MME sends the Kill Request to the eNB

4. The eNodeB stops the broadcast for MsgId = 1 and SerialNr =1 and responds with the WA1 with cell 1 in the Broadcast Cancelled Area List IE according to [2] “The eNB shall acknowledge the KILL REQUEST message by sending the KILL RESPONSE message, with the Message Identifier IE and the Serial Number IE copied from the KILL REQUEST message and shall, if there is an area to report where an ongoing broadcast was stopped successfully, include the Broadcast Cancelled Area List IE.”
5. The Stop Warning Indication message containing the information received from the eNodeB is not successfully transferred to the CBC before time T.
6. The CBC has not got the stop confirmed and repeats the message in 1 (could be towards another MME). 
7. The MME confirms that the Stop Warning Request is received.
8. The MME sends the Kill Request to the eNB.
9. The broadcast identified by MsgId= 1 and SerialNr=1 is not active in the eNodeB. The eNodeB responds without including the Broadcast Cancelled Area List IE according to [2] “If the Broadcast Cancelled Area List IE is not included in the KILL RESPONSE message, the MME shall consider that the eNB had no ongoing broadcast to stop for the same Message Identifier and Serial Number.”
10. The MME sends the Stop Warning Indication Message to the CBC. The CBC does not receive any new information regarding the broadcast identified by MsgId=1 and SerialNr=1.
Observation 1: The functionality in [1] brings a synchronisation problem to the standardised solution and some support for the CBC to detect that the CBC and eNodeB are not synchronised.
From the observation it is clear that the CBC is aware that there is some problem between the CBC and eNodeB. In order to solve this problem the CBC may use the “kill-all” mechanism according to [1] in order to re-synchronise with the eNodeB. 
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Figure 3: Stop-all/Kill-all mechanism to recover from the final state in Figure 2.
a1. The CBC sends the Stop Warning Request with dummy Message ID, dummy Serial number and the stop-all indicator.
a2. The MME confirms the Stop Warning Request

a3. The MME sends the Kill Request for WA1 including the kill-all indicator to the eNodeB
a4. The eNB stops all ongoing broadcasts in WA1 and includes the Broadcast Cancelled Area List IE (which in this example is empty) according to the following proposal from [3] “If the Kill-all Warning Messages Indicator IE is present in the KILL REQUEST message, then the eNB shall stop broadcasting and discard all warning messages for the area. The eNB shall acknowledge the KILL REQUEST message by sending the KILL RESPONSE message, with the Message Identifier IE and the Serial Number IE copied from the KILL REQUEST message and include the Broadcast Cancelled Area List IE.”
Observation 2: The Kill-all mechanism proposed by CT1 and discussed in RAN3 does not solve the problem introduced by the Stop Warning Indication as proposed in [1]. 
2.2.2 Possible Alternative Solution
With a modification of the proposed mechanism in [1] the synchronisation problem in Figure 1 can be avoided. The mechanism is that the MME informs the CBC that an eNodeB has responded without the optional Cell Broadcast List IE in the Kill Response. This forwards the following information to the CBC [2]:
“If the Broadcast Cancelled Area List IE is not included in the KILL RESPONSE message, the MME shall consider that the eNB had no ongoing broadcast to stop for the same Message Identifier and Serial Number.”
If the Stop Warning Indication message is extended to also contain a list of Global eNB IDs (available from S1 Setup) for the eNBs that have responded with an empty list, the CBC will know which eNBs had no broadcasts to stop. Figure 4 shows how this avoids the problem in Figure 2.
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Figure 4: Alternative solution where the MME provides information to the CBC regarding which eNodeBs have responded without including the Broadcast Cancelled Area List IE.
In step 10, the eNB ID indicates that the eNodeB has provided the empty list hence the CBC can assume that the warning in cell 1, belonging to indicated eNB ID, has been stopped. 
Observation 3: By adding the eNB(s) that have responded without the Broadcast Cancelled Area List IE to the Stop Warning Indication message as proposed in [1] the synchronisation problem between the CBC and eNodeB is solved. 
From observation 1, 2 and 3 the following conclusion can be made

Conclusion: The functionality proposed in [1] introduces synchronisation problems which are not addressed by the kill-all mechanism. These problems may be solved using an alternative solution where the Global eNB IDs for eNBs which have excluded Broadcast Cancelled Area List IE is added in the Stop Warning Indication message. 
Proposal 1: Send the LS in [7] informing CT1 about that the solution in [1] causes synchronisation problems between CBC and eNodeB. 

2.3
Networks with several CBEs
There is no guarantee that all eNodeBs receive the “kill-all” message. If the alternative solution above is used the CBC is aware which cells have been stopped and can repeat the message until 
· all eNodeBs have responded or
· the CBC has tried a number of times (implementation specific).
A consequence is that the services which have been requested from the other CBEs are stopped in all overlapping areas until the CBC considers the kill-all task completed. The sequence in Figure 5 describes the problem. The CBC is able to isolate the problem if for instance independent hardware is used for services belonging to a particular CBE1. The CBC may also be geographically distributed hence communication between CBC internal units are preferred to be minimized. The deployment is illustrated in Figure 6.
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Figure 5: CBE1 and CBE2 requests start of services in the overlapping areas corresponding to WA=1 and WA=2. The cell in the eNB is configured to belong to both areas. 
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Figure 6: Example of CBC deployment handling requests received from different CBEs separately in order to isolate errors per CBE showing the logical path between a CBE and eNB. 
Observation 4: The “kill-all” mechanism stops services from other CBEs in overlapping areas until the CBC assumes that all broadcasts have been successfully stopped. 

Unless there is some information shared between the CBC internal units it is not possible to understand for a CBC internal unit how large impact the “kill-all” from another CBC internal unit had on its services. This is likely to at least require that all services are restarted. Worst case scenario is that a new “kill-all” message is triggered and stops correctly working services in a large part of the network.
Proposal 2: Define the problem the “kill-all” mechanism is expected to solve and discuss if any benefit is provided considering the impact on services requested by other CBEs which are unnecessarily impacted. 

3
Conclusion and Proposal

The following four observations have been made
Observation 1: The functionality in [1] brings a synchronisation problem to the standardised solution and some support for the CBC to detect that the CBC and eNodeB are not synchronised.

Observation 2: The Kill-all mechanism proposed by CT1 and discussed in RAN3 does not solve the problem introduced by the Stop Warning Indication as proposed in [1]. 

Observation 3: By adding the eNB(s) that have responded without the Broadcast Cancelled Area List IE to the Stop Warning Indication message as proposed in [1] the synchronisation problem between the CBC and eNodeB is solved without the need for a kill/stop all mechanism. 

Observation 4: The “kill-all” mechanism stops services from other CBEs in overlapping areas until the CBC can assume that all broadcasts have been successfully stopped. 

From observation 1, 2 and 3 the following conclusion can be made

Conclusion: The functionality proposed in [1] introduces synchronisation problems. These may be solved using an alternative solution where the Global eNB IDs for eNBs which have excluded Broadcast Cancelled Area List IE is added in the Stop Warning Indication message.
Proposal 1: Send the LS in [4] informing CT1 about that the solution in [1] causes synchronisation problems between CBC and eNodeB. 

Proposal 2: Define the problem the “kill-all” mechanism is expected to solve and discuss if any benefit is provided considering the impact on services requested by other CBEs which are unnecessarily impacted. 
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