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1. Introduction
This contribution provides another possible solution for Scenario 1a in which the RNC may request and obtain eNB related load information to later carry out load balancing. This solution presented here is motivated by the agreed TP as laid out in [1]. It is proposed to capture the new solution in TR 37.852.
2. Text Proposal
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Annex A:
Evaluation of current load balancing mechanisms

A.1
Introduction

In this Annex we present a reference point for optimizations, where the reference is an upper bound for the performance that can be achieved with current standardized mechanisms. A  methodology to evaluate the performance of connected mode load balancing techniques is described in subclauses A.1.1 to A.1.4, further details on the simulation assumptions are provided in [5-7].

This methodology considers that the network had ideal load balancing capabilities and does not take coverage aspects into account. It allows for the performance analysis of file transfer in the following cases:

1. Random RAT allocation at the beginning of a file transfer without inter-RAT handover during the transfer (baseline)

2. Call Redirection at the start of the file transfer (without inter-RAT HO during the transfer).

3. Inter-RAT Handovers during the file transfer (also referred as dynamic load balancing).
Performance results both in terms of file transfer delay and HO frequency are presented in A.2.

Any enhancement proposed in this TR should be evaluated while taking into account the results presented in this Annex.
A.1.1
Air interface modeling

The air interface in uplink and downlink can simply be modeled by taking the amount of users with data to be transmitted or received into account, like for instance depicted in the Figure A.1.1-1 below, where the downlink throughput (in bps) is shown as function of the number of active users. The model does not consider the distance from the UE to the cell, as that is not believed to have a significant impact on the conclusions. The different amounts of spectrum and multi carrier configurations can simply be modeled from this. At least the configuration with one carrier for 3G and one for LTE should be considered.
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Figure A.1.1-1: Example of downlink air interface modeling. User throughput expressed in bps.

A.1.2
Traffic model parameters

We propose to model the bursty traffic source with file size distribution according to [4]. In order to represent different offered loads it is proposed to use two different mean packet size values as shown in Table 1.

Table 1: Traffic Model

	Parameters 
	PDF

	Mean file size = 500 Kbytes  
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	Mean file size about 4Mbytes 
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The file size distribution is also visualized in Figure A.1.2-1.
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Figure A.1.2-1: File size distribution in bytes.

A.1.3
Offered load per carrier
The offered system load is given then by the mean file size multiplied by the mean user inter-arrival time. It is proposed to model a Poisson interarrival process of mean interarrival time of 100 sec.

· interarrival time: Poisson process with Lambda = 1/100 per sec per UE.

A.1.4
Simulation modeling details

The model will then work as follows: Users are generated according to the arrival process. They will be allocated to a carrier according to the chosen technique. Their instantaneous transmission rate is given by the instantaneous amount of users on the carrier. Once a user has finished transmission of its file it will disappear. The resulting user TP will be a function of the allocation technique.

Further details for each considered technique are:

4. Random RAT allocation at the beginning of a call/file transfer: random allocation to either RAT at the start of a call/file transfer and no subsequent redirection or handover.

5. Call Redirection at the start of the call/file transfer: redirect to the other RAT at the start of the call/file transfer if a better user throughput can be achieved for the considered user. Different setup delays may be evaluated.

6. Handovers during the call/file transfer: Handover to the carrier which has better user performance. The carrier quality is checked every x ms and a gap in the transmission is considered if the handover is made of y ms. The values x and y may be chosen according to empirical data.

A.2
Performance Results
A.2.1
File transfer duration
As a measure of the performance of the load balancing technique we choose to present here the file transfer duration which is the time that it takes a user to transmit one packet. The file transfer duration is directly related to the throughput (TP), but exhibits a somewhat smoother graph compared to the TP: TP CDF will show a step as a consequence of the TP gap between the UMTS and LTE layer TP mapping curve.

The mean file transfer duration length of the three balancing techniques is displayed for low load in Figure A.2.1-1, and for high load in Figure A.2.1-2, for different measurement intervals (load balancing), and different redirection and HO gaps. The low load was modeled with traffic according to section 2.2, with a 0.5 MB file size. In particular, a 0.4 Mbps offered load was obtained with 

· 10 users served at the same time by the cell,

· 0.01
the probability to start a file transfer per UE per second,

· 0.5 MB mean packet size:

Offered aggregated load = 10 users *0.01 packets/(sec*user) * 0.5 * 8 Mb/packet = 0.4 Mbps.
Figure A.2-1 shows that advanced load balancing techniques such as call redirection and dynamic load balancing by inter-RAT HO become advantageous only if the redirection delay or LB gap can be contained to 300ms or 500ms, respectively. While LB may show better performance, the advantage over redirection appears small. 
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Figure A.2.1-1: Call redirection (blue line) vs. load balancing (black lines) mean file transfer duration with low offered load of 0.4 Mbps

Another observation is that the LB measurement interval affects the performance of the LB scheme only to a certain degree. This suggests that the frequency of load information exchange signaling can be kept low. However the overall amount of load information exchange is of course scaled with the amount of UEs and their file transfer length. 
As for the low load, the high load was modeled with traffic according to section 2.2, this time with a 4 MB file size:

Offered aggregated load = 10 users *0.01 packets/(sec*user) * 4 * 8 Mb/packet = 3.2 Mbps.
For high load, shown in Figure A.2.1-2, it is essential to have at least a call redirection mechanism in place, instead of a random UE placement, as there is a factor larger than two for the mean file transfer duration between the random placement and redirection balancing . We observe a 20% file transfer duration advantage of LB over call redirection
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Figure A.2.1-2: Call redirection (blue line) vs. load balancing (black lines) mean file transfer duration. At high offered load of 3.2 Mbps dynamic load balancing has a 20% advantage.

A.2.2
Number of HOs and HO frequency

Figure A.2.2-1 and Figure A.2.2-2 show that in absolute terms the amount of HOs increase for LB is moderate, on average well below 1 HO per file transfer. Figure A.2.2-1 shows that on average for LB the better performance for higher offered load leads to more HOs per file transfer, a consequence of the longer file size.. 
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Figure A.2.2-1: CDF of amount of HO per call for ideal LB (2ms measurement interval, 0ms HO gap)

When the amount of HOs is normalized for time as in Figure A.2.2-2 we see that the amount of HOs per file transfer per sec is decreasing, a consequence of lower load variance across the carriers. This can be considered an intuitive result: If both carriers are full, there is no free capacity that could be balanced across carriers. This also means that a large amount of load information exchange is beneficial mostly when there is little load, and the backhaul is not likely to experience a bottleneck.
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Figure A.2.2-2: CDF of amount of HO per call per sec for ideal LB (2ms measurement interval, 0ms HO gap). 

A.3
Acronyms
CDF
Cumulative Density Function

HO
Handover

LB

Load Balancing
TP

Throughput
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