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Discussion
1 Introduction

In the last meeting, RAN2 asked RAN3 to investigate the impact of SeGW for different user plane option. RAN2 concerns if the data go to the SeNB via the MeNB, such delivery method in option 2 and 3 could result in passing through the Security Gateway more than once in some deployment scenarios. This contribution discusses in which scenarios the problem happen and impact to the SeGW and the network.
2 Discussion

In the LS2, RAN2 ask:

Architecture options 2 and 3 (section 8.1.1 of TR 36.842) consider S1-U termination at MeNB. For the downlink, the traffic is first sent to the MeNB for this UE; the MeNB will then send (offload) some of this user data to the SeNB over a (new) Xn interface. Similar data path from SeNB to MeNB over Xn and then over S1-U from MeNB to S-GW will also be needed for the uplink for these architectural options.  Concerns were expressed in RAN2 that such a delivery of user traffic over the Xn interface could result in passing through the Security Gateway more than once in some deployment scenarios. RAN2 would like to request:

· RAN3 to investigate if such scenarios could occur and if so, their views on the impacts to Security Gateway.

LTE architecture is a flatter architecture and more IP-based, which are inherently less secure than 3G. Along with more and more IP based facilities are used, the attach risk from the un-trusted facilities increased. Another factor is the eNB site is also increased recently. Among them many are small cell in order to cope with the low cost and high bandwith. The small cell sites are usually deployed in less secure enviorment, such such shopping mall, or office building. 

Furthermore, one eNB is connected to multiple core network entity via S1 and multiple eNBs via X2. The attacker can attack more than one network element by using one eNB. Therefore the SeGW deployed between the eNB and the core network can avoid the user data from intercepting and tampering.  But also the transmission delay is introduced.
Since using IPSec in the hackhaul will increase the processing delay and overhead in the network, one approach to deploy the IPSec is only at those sites are in the un-trusted enviorment--macro in remote areas and small cell. Or those site that serve important business/government.  Therefore below two sceairos are considered.

Only SeNB is connected to the SeGW
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Figure 1: Only SeNB are connected to the SeGW
Assuming macro eNB is in trusted environment and only small cell are isolated from the core network by SeGW. A single IPSec tunnel is deployed between the small cell site and SeGW. All the user plane and control plane traffic are transported across that single tunnel from/to the core network. SeGW handle the unencryption for the data to the core network and encryption for the data to the small cell site. If the X2 interface is deployed betweem MeNB and SeNB, the X2 also use the same single IPSec tunnel as S1 or use different IPSec tunnel.

In the UP option 2 and option 3, the user plane data from the core network transport to the MeNB without go through the SeGW, then the MeNB send the data to the SeGW, where the data is encrypted by the SeGW and transport to the SeNB, the transportation path is showing in the figured with the red line. The data pass the SeGW twice. Additionl delay in introduced since the MeNB forwarding data in the Xn. However for the SeGW, SeGW processing data (encryption or unencrption) once and overhead introduced by the IPSec is in the IPSec tunnel. The SeGW processing delay and overhead is same as it is introduced in option 1.
Observation 1   If only the SeNB is connected to the SeGW, the SeGW processing delay and overhead in the tunnel is same for different user plane architectures.
Both MeNB and SeNB are connected to the SeGW
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Figure 2: MeNB and SeNB are connected to the SeGW
If both the MeNB and SeNB are connected to the SeGW, still a single IPSec tunnel is deployed between SeGW and eNB for S1. For the X2 interface, different IPSec tunnel can be deployed or can be re-use the S1 IPSec tunnel.
Assmuing X2 re-use the S1 IPSec tunnel, in the UP option 2 and option 3, the user plane data from the core network transport to the MeNB through the IPSec tunnel 1. The data is encrypted by SeGW and unencrypted by MeNB. Afterwards, the data is transpoted to the SeGW again through tunnel 1 and processing by the SeGW. Finally the data is transported to the SeNB in another IPSec tunnel. The SeGW needs to process the data data triple times. It introduces additional processing delay and also the overhead in the two IPSec tunnels.
Observation 2
When the MeNB and SeNB are connected to the SeGW, the user traffic passes through the Security Gateway three times. The SeGW processing delay and overhead is increased. 
3 Conclusion & recommendation

This contribution discusses in which scenarios the problem happen and impact to the SeGW and the network. RAN3 is requested to agree the LS back in R3-131844.
Proposal 
In the LS back, indicating when the MeNB and SeNB are connected to the SeGW, the user traffic passes through the Security Gateway more than once. The SeGW processing delay and overhead is introduced.
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