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1
Introduction
RAN2 discussed at recent meetings several topics for the support of small cells.

The following assumptions need to be confirmed by RAN3:

1) Define Xn as the interface between MeNB and SeNB
2) There is a risk that Xn delivers packets in the wrong order. (to be verified with RAN3)

3) There will be only one S1-MME Connection per UE for dual connectivity
This paper discusses those assumptions.

2
Discussion
2.1
Define Xn as the interface between MeNB and SeNB

Challenges for small cell scenarios as documented in TR 36.842 [1] are supposed to be solved by means of “dual connectivity”, a concept which foresees a UE to consume radio resources provided by at least 2 different network points. Those network points are controlled by one Master eNB (MeNB) and at least one Secondary eNB (SeNB), those eNBs are connected with non-ideal backhaul.

RAN2 has performed discussions on the radio interface protocol architecture, current status is captured in [1].

The Xn interface is supposed to provide – dependent on the solution – connectivity between an MeNB and an SeNB for user plane traffic and control plane signalling.

There are on-going discussions on how to co-ordinate resources provided by the eNBs involved in dual connectivity, how in general RRM among those eNBs should work, etc.

Independent of the radio interface protocol solutions finally decided, it is possible to define an E-UTRAN architecture which foresees an interface between the eNBs involved in dual connectivity.

If this new Xn interface is a peer-to-peer interface like X2, it could be considered to specify control plane protocol functions for dual connectivity on top of already specified X2AP protocol functions.
2.2
There is a risk that Xn delivers packets in the wrong order.
Dependent on the backhaul deployment, there might be either several transmission paths used by a single stream of information which delay the transmission of packets differently or the mis-order is introduced by intermediate transmission nodes.
If TNL protocols are not able to allow reordering of packets, an RNL user plane protocol may be able to do so.

The X2 user plane stack is depicted below (see TS 36.424 [2]):

Note:
By definition, all X2 UP protocol stack elements are part of TNL.
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Assuming that Xn re-uses the X2 UP protocol stack as defined in TS 36.424 [2], GTP-U as defined in TS 29.281 [3] provides the possibility to indicate sequence numbers which enables the receiving node to perform reordering.

2.3
There will be only one S1-MME Connection per UE for dual connectivity
Radio interface protocol discussions in RAN2 assumed that only a single eNB involved in dual connectivity will host the S1-MME interface termination for a particular UE. This eNB is supposed to act as an mobility anchor towards the EPC and assumes certain co-ordinating roles.
The alternative possibility of having one S1-MME interface instance per eNB involved in dual connectivity would leave the role of the mobility anchor to the MME, requiring the EPC to perform mobility functions for intra-E-UTRAN mobility. Mobility functions for intra-E-UTRAN mobility were decided from Rel-8 onwards to be located in E-UTRAN whenever possible, leaving the EPC least impacted.
Terminating a single S1-MME interface instance per UE at a designated eNB represents the best solution for dual connectivity.
3
Proposal
It is proposed to provide the following information to RAN2 concerning their assumptions:

1)
Define Xn as the interface between MeNB and SeNB

Independent of the radio interface protocol solutions finally decided, it is possible to define an E-UTRAN architecture which foresees an interface between the eNBs involved in dual connectivity.

If this new Xn interface is a peer-to-peer interface like X2, it could be considered to specify control plane protocol functions for dual connectivity on top of already specified X2AP protocol functions.

2)
There is a risk that Xn delivers packets in the wrong order. (to be verified with RAN3)

Assuming that Xn re-uses the X2 UP protocol stack as defined in TS 36.424 [2], GTP-U as defined in TS 29.281 [3] provides the possibility to indicate sequence numbers which enables the receiving node to perform reordering.
3)
There will be only one S1-MME Connection per UE for dual connectivity #82 sessions:

Terminating a single S1-MME interface instance per UE at a designated eNB represents the best solution for dual connectivity. 
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Annex: Definitions from TR 36.842
Dual Connectivity: Operation where a given UE consumes radio resources provided by at least two different network points (Master and Secondary eNBs) connected with non-ideal backhaul while in RRC_CONNECTED.
Master eNB: in dual connectivity, the eNB which terminates at least S1-MME and therefore act as mobility anchor towards the CN.
Secondary eNB: in dual connectivity, an eNB providing additional radio resources for the UE, which is not the Master eNB.
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