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1. Introduction
RAN2-RAN3 joint session on SCE at Fukuoka meeting agreed on the following work split:

	=>
RAN2 would like RAN3 to provide input on expected backhaul characteristics (typical latency, packet loss rate (if not congested) and in-sequence delivery probability) between CN, MeNB and SeNB. 
=>
RAN3 will discuss those backhaul issues and the assumptions made by RAN2 before the joint meeting with RAN2.


This contribution discusses issues on backhaul for small cell enhancement study and proposes assumptions to be agreed in RAN3. 
2. Discussion
1. Backhaul throughput
Increasing throughput by utilizing radio resource across two different eNBs with non-ideal backhaul was identified as a challenge in small cell deployment [1]. Especially for U-plane architecture alternative where the S1-U traffic is routed to MeNB before sent via SeNB, one aspect that makes this challenge even more difficult is the assumption of backhaul with poor throughput such that it becomes the bottleneck of end-to-end throughput performance. This assumption would lead into a wrong perception that utilization of radio resources across two different eNBs would have no meaning since anyway there is a bottleneck in the backhaul.
In the study item TR [2], the backhaul types to be prioritized are listed. Some of the backhaul types in the list have quite poor throughput (e.g., 10Mbps) compare to the Uu interface (e.g., 150 Mbps for 20MHz system bandwidth with 2x2 MIMO). Considering that one of the purposes of dual connectivity (aggregating resources in different eNBs) is to improve user throughput, assumption that wired backhaul only provides lower throughput than radio link and therefore becomes the bottleneck, is NOT a sensible assumption. This kind of backhaul types with poor throughput provisioning capability should not be taken as typical assumption. 

Proposal 1: 
It is proposed for RAN3 to agree on the following assumption: In order to benefit from inter-node aggregation in terms of increased throughput, the throughput provided by the backhaul is the same or higher than that of Uu interface.
2. Backhaul delay

In the initial discussion of LTE architecture, RAN3 has concluded that the typical delay of X2 IF is in order of 10ms to 20ms [3]. However, the maximum delay value of the backhaul types listed in the study item TR [2] is 60ms. Backhaul delay may have impact the performance in C-plane and U-plane architecture. 
For C-plane architecture, majority companies in RAN2 assume that SeNB owns its radio resources and is primarily responsible for allocating radio resources of its cells. Consequently some coordination is needed between MeNB and SeNB to enable this. From RAN2 email discussion summary [4], even for the C-plane architecture where RRC is assumed to resides only at MeNB, majority companies in RAN2 thinks that there will be no significant configuration delay between MeNB and UE. Majority companies in RAN2 prefer this architecture compare to the one where RRC entity resides both in MeNB and SeNB, due to its simplicity and very limited UE impact. This implies a requirement that a typical delay backhaul should be able to cater for this type of architecture. Assuming that the signalling between MeNB and SeNB is “slow”, signalling delay in order of 10ms to 20ms may not bring severe impact for the C-plane architecture with RRC resides only at MeNB. Signalling delay in order of 60ms or more may causes significant configuration delay for procedures such as establishment of offload bearer in SeNB, or PUCCH reconfiguration. 
For U-plane architecture, contribution in [5] shows that backhaul delay more than 60 ms cause significant delay (i.e., 1 second download delay increase) in file download of few MBytes, when the traffic is sent with delay from the SeNB compared to when sent directly from MeNB.
Furthermore, small cell deployment is assumed to be under operator’s control. Thus, sensible operation by not utilizing backhaul with too poor delay provision is expected if the operator truly wishes to achieve enhancement from dual connectivity and inter-node aggregation (i.e., mobility robustness and throughput improvement).
Proposal 2: 
It is proposed for RAN3 to agree that for small cell deployment, at least for purpose of mobility robustness and throughput improvement, the same backhaul delay order as the one concluded in initial LTE study can be assumed. 
3. Backhaul packet loss rate
In the initial discussion of LTE architecture, RAN3 concluded that the packet loss rate in X2 interface is expected to be rare [6]. Based on the operation of live LTE network, we also confirm that the packet loss occurrence within the network is rare such that no impact is foreseen in user TCP throughput. 
Considering also that small cell deployment is under operator control, we can assume that sensible operation would provide backhaul with packet loss rate at least comparable with that for LTE release 8.

Furthermore, this issue was discussed in the last RAN2#82 meeting, the following is agreed.

	Agreements
3 
Packet loss on the interface between MeNB and SeNB is rare if the Xn is not the bottleneck.




Proposal 3: 
It is proposed for RAN3 to confirm RAN2 agreement that packet loss in the interface between MeNB and SeNB is rare.
4. In-sequence delivery

In-sequence delivery within network interface
For C-plane aspect, in today’s LTE specification, inter-node interface application protocols (S1, X2) relies on the TNL (SCTP/IP) for providing in-sequence delivery within this interface. For the interface between MeNB and SeNB, the same functionality should be applied.
For U-plane aspect, in today’s LTE specification, data transport I/F comprises of GTP-U/UDP/IP. These protocols do not provide special mechanism to guarantee in-sequence delivery. In-sequence delivery within interface is provided by backhaul provisioning (i.e., operation specific). Out of sequence of U-plane packet may happen during failure condition such as routing path change due to router down or failure in the concentrated Security-GW. However those conditions rarely happens in the normal operation, and when it happens end-to-end TCP layer will be able to perform corrections.
In-sequence delivery between UE and eNB
To assist in-sequence delivery between eNB and UE in handover case, a mechanism is defined by making sure that data forwarding is delivered to UE before fresh data from new S1 I/F. This is realised by specifying procedures and function in X2-AP and GTP-U. 
Considering the above, the following is proposed:
Proposal 4:
It is proposed for RAN3 to agree that:

For interface between SeNB and MeNB:

- 
For C-plane signalling, in-sequence delivery is guaranteed by adopting the same protocol stacks as those for S1-AP and X2-AP 

- 
For U-plane data, in-sequence delivery is provided by backhaul provisioning

Mechanism need to assist in-sequence delivery between UE and eNB for mobility during inter-node aggregation should be discussed later in the work item phase.

5. Network Domain Security/ IPsec

The requirement of NDS/IP applied to LTE network is likely to apply also to the network for small cell deployment. The realization of IPsec protection in the network is implementation/operation dependent issue. This section attempts to clarify that IPsec realization method is not a deciding factor to narrow down the number of architecture alternatives in terms of protocol entity allocation. The following are used as examples: 
· (Example 1) U-plane data is terminated in both MeNB and  SeNB
· (Example 2) U-plane data is routed to MeNB before sent via SeNB 
Note that since all C-plane architecture alternatives assume only one S1 connection for a UE, the application of IPsec for C-plane architecture alternatives are similar with example 1.
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Fig. 1: Example 1 (IPsec for architecture where U-plane data is terminated in both MeNB and  SeNB) 　

Fig.2: Example 2 (IPsec for architecture where U-plane data is routed to MeNB before sent via SeNB)
IPsec can be applied using tunnel mode (IPsec is terminated between eNB and a SecGW in the NW) and transport mode (IPsec is terminated between end nodes). In this example, the tunnel mode application is shown since typically operator network deploy this option for cost reason (i.e., concentrated processing gain). Figure 1 and 2 show IPsec tunnel mode realization for example 1 and 2 respectively. IPsec is performed in IP layer of the transport network between the nodes (in this case eNBs and SecGW). The processing in the eNB is done after (for UL packet) or before (for DL packet) the processing of L23 protocol. The IPsec processing in example 1 is similar with processing of IPsec for packets sent on S1 I/F, and in example 2 is similar with the processing of IPsec for packets sent on X2 I/F. Therefore, there is no direct relation between IPsec processing and how the L23 protocol is modelled (e.g., whether the bearer is split in RAN/CN level or whether the eNB uses legacy protocol stack or single PDCP with master/slave RLC or dual PDCP, etc.) .
Proposal 5:
 It is proposed to confirm that the realization of IPsec application for enhanced small cell deployment does not have any direct impact to architecture (i.e., protocol entity allocation and modelling) for SCE.
3. Summary and Proposal
This document listed up and discussed issues regarding to backhaul for enhanced small cell deployment. The following are proposed:

Proposal 1: 
It is proposed for RAN3 to agree on the following assumption: In order to benefit from inter-node aggregation in terms of increased throughput, the throughput provided by the backhaul is the same or higher than that of Uu interface.

Proposal 2: 
It is proposed for RAN3 to agree that for small cell deployment, at least for purpose of mobility robustness and throughput improvement, the same backhaul delay order as the one concluded in initial LTE study can be assumed.
Proposal 3: 
It is proposed for RAN3 to confirm RAN2 agreement that packet loss in the interface between MeNB and SeNB is rare.

Proposal 4:
It is proposed for RAN3 to agree that:

1. For interface between SeNB and MeNB:

- 
For C-plane signalling, in-sequence delivery is guaranteed by adopting the same protocol stacks as those for S1
-AP and X2-AP 

- 
For U-plane data, in-sequence delivery is provided by backhaul provisioning

2. Mechanism need to assist in-sequence delivery between UE and eNB for inter-node aggregation function should be discussed later in the work item phase.

Proposal 5:
 It is proposed to confirm that the realization of IPsec application for enhanced small cell deployment does not have any direct impact to architecture (i.e., protocol entity allocation and modelling) for SCE.
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