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1	Introduction
At the last SA2#98 meetings, as part of the UPCON work item, SA2 sent an LS [2] asking RAN2/RAN3 to provide feedback on what implementation-independent criteria the RAN can use to determine if it is experiencing user plane congestion.  Further, assuming that the RAN is able to determine it is congested, it was proposed that the RAN determines the severity level of congestion and sends a scalar value representing the severity level to the Core Network. To enable that multiple congestion levels can be determined and reported to the Core Network while also ensuring the same severity level being reported by different RAN implementations in similar congestion situations, SA2 also asked RAN2/RAN3 what implementation-independent criteria need to be configurable by operators in the RAN to enable the RAN to detect and derive different severity levels of congestion. This contribution discusses the SA2 questions and provides the way forward with the reply LS to SA2 [5].

2	Discussion
In general, RAN user plane congestion detection and mitigation techniques are considered an internal implementation matter of eNB. However, RAN specification provides the standardised layer 2 measurements performed by eNB [3] exchanged on X2 interface or provided to the OAM for example PRB Usage, Number of Active UEs, Packet Delay, Packet Discard Rate etc. These measurements individually or in combination potentially provide a good measure for the user plane congestion indication in RAN. 

2.1	Calculation of Congestion Scalar

Currently, TS36.314 [3], describes the standardised measurements performed by eNB. We believe that these measurements could be sufficiently utilised for the congestion detection at the eNB. However, we also believe that individual measurements could not be sufficient to indicate the correct picture of the congestion situation. For example, simply detecting that PRB utilisation is higher or the measured bit rate lower than certain threshold does not directly translate into the indication for the congestion situation.

On the other hand, we believe that the combination available measured values used in the operator’s defined congestion derivation function to compute the congestion scalar would be a more smart way to indicate the accurate picture of congestion situation in the eNB. And, indication of such scalar could assist the CN to take correct decision to mitigate the user plane congestion. In this contribution, we would like to propose such framework for deriving the congestion scalar to be indicated to the CN using the standards measurements. 

The Congestion level C(M1,M2) could be defined as an equation such as 1-(M2/M1) where  represents a scaling factor depending on the network configuration (e.g. a=1 for 2x2 MIMO LTE, a=1.2 for high order MIMO, a=1.4 for CoMP/MU-MIMO, etc.). A separate  would be defined for DL and UL. However, it must be noted that this is just an example and only shows how a congestion level scalar could be defined, and is configurable by the operator by the  factor to account for various network deployments.

2.2	Triggering Condition for the Congestion Scalar Indication

The eNB could decide to trigger the indication of congestion indication to the CN based on configurable thresholds as described below:

	Measurement
	Description

	M1(T,p)
	DL & UL: Number of active UEs, defined as ∑N(i) / I(T,p) [3]

	M2(T)
	DL & UL: Percent of PRBs used, averaged during time period T [3]

	N(i)
	
DL:Number of UEs for which there is buffered data in MAC, RLC or PDCP protocol layers at sampling occasion. In RLC and PDCP layers, buffered data corresponds to data available for transmission according to the definitions in TS 36.322 and TS 36.323. Buffered data includes data for which HARQ transmission has not yet terminated.

UL: Number of UEs for which there is buffered data for the UL in MAC, RLC or PDCP protocol layers for a Data Radio Bearer at sampling occasion..  This is a Node B estimation that is expected to be based on Buffer Status Reporting, provided semi-persistent grants  and progress of ongoing HARQ transmissions (by including buffered data for which HARQ transmission has not yet terminated in buffered data).  In addition, the eNB can use the analysis of received data in the estimation.

	I(T,p)
	
DL & UL: Total number of sampling occasions during time period  .

	T
	DL & UL: Time Period during which the measurement is performed, Unit: second. Operator configurable.

	p
	DL & UL: Sampling period length. Unit: second. The sampling period shall be at most 0.1 s.  Operator configurable.

	C(M1,M2)
	DL & UL: Scalar value indicating severity level of Congestion as a function of M1 and M2.  Operator configurable.



Table 1: Frame work for Congestion scalar computation


IF [ M1(T,p) > theshold1 ]
IF [ M2(T) > theshold2 ]
		Report Congestion level C(M1,M2) to core network
	ENDIF
ENDIF

In the above formula for congestion first check that the number of active users in the cell is above a certain threshold, because no matter what other metrics are considered for indicating congestion, a very small number of users could lead to an erroneous indication of congestion (e.g. a single user in very poor channel conditions or a single user being scheduled all the cell resources will look like congestion by most metrics).  

Given the number of active users in the cell is above some threshold, we feel that the metric M2(T) representing the Percent of PRBs used is as good at indicating congestion as any other metric, while also being the most basic and intuitive metric, making easiest for operators to configure.  

Other metrics such as Packet Delay or Data Loss (also defined in 36.314 [3]) could be considered in place of or in addition to Percent of PRBs.  However we note that such metrics are more directly impacted by coverage conditions and thus have greater potential of incorrectly indicating congestion.  For example, several users in poor channel conditions experiencing higher packet delays or high data loss would bias these metrics towards indicating congestion, even though there may be many free resources available in the cell (i.e. no congestion in the cell).  This scenario could result in the uplink where it does not help to give more PRB resources to users in poor channel conditions (power/PRB shrinks on the uplink as more PRBs are allocated, which shrinks uplink coverage), and thus a group of users in poor channel conditions could be using very few PRBs but biasing the packet delay or data loss metrics towards erroneously indicating congestion.  A similar scenario could exist in the downlink from a group of users in poor channel conditions with a certain UE class limiting the max number of downlink PRBs.

Based on the above discussions, it is proposed to provide the following answers to SA2 questions:

· Question 1: Based on which implementation-independent criteria can the RAN determine whether it experiences user-plane congestion?

· RAN could determine the user-plane congestion situation by evaluating the existing eNB measurements PRB utilisation and number of active UEs against operator configurable thresholds. 

· Question 2: To enable that multiple congestion levels can be determined and reported to the Core Network while also ensuring the same severity level being reported by different RAN implementations in similar congestion situations, which implementation-independent criteria need to be configurable by operators in the RAN to enable the RAN to detect and derive the different severity levels of congestion?

· It is possible for RAN to compute and report (multiple levels of) the congestion scalar by comparing the existing eNB measurements PRB utilisation and number of active UEs against multiple different levels of operator configurable thresholds for these parameters.
· Given that the proposed method is based on existing measurements, it is assumed that operators could use the same set of eNB measurements, thresholds and congestion derivation function across different RAN implementations to detect and derive the different severity levels of congestion.

Proposal 1: Agree to capture the above answers in the LS Reply to SA2 [5].

Proposal 2: Agree on the draft LS Reply R3-131331 [5].

3	Conclusion and Proposal

Based on all of the above discussion, we would like to make the following proposals. 

Proposal 1: Agree to capture the above answers in the LS Reply to SA2 [5]..

Proposal 2: Agree on the draft LS Reply to SA2 R3-131331 [5].

4	Reference
[1] S2-124145, WID for User Plane Congestion Management (UPCON), SA1/2
[2] R3-131207 LS on Questions to RAN on UPCON
[3] TS 36.314 E-UTRA Layer-2 Measurements
[4] TS 23.705 System Enhancements for User Plane Congestion (Release 12)
[5] R3-131331 Reply LS on Questions to RAN on UPCON (To SA2)
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