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1. Introduction
In SA2#98 meeting, SA2 sent a LS S2-133070 [1] to RAN2 and RAN3 to ask following questions:
	As part of Rel-12 SA2 is working on system enhancements for user plane congestion management (UPCON) based on the related Stage-1 normative requirements and the definition of user-plane congestion as defined in TS 22.101.

Some of the proposed solutions concentrate on reporting the user-plane congestion situation experienced by the RAN to the Core Network in order to enable the Core Network to activate different mitigation measures. 

It has been discussed as part of the study that it is desirable to ensure similar RAN behaviour for congestion reporting in multi-RAN vendor deployments so that different RANs (e.g. eNBs from different vendors) report the same congestion information (e.g. congestion severity level) in similar user-plane congestion situations. 

This raised the following question that SA2 would like to request RAN2/3 to provide feedback on:

· Based on which implementation-independent criteria can the RAN determine whether it experiences user-plane congestion?

Assuming that the RAN is able to determine it is congested as described above it was proposed that the RAN determines the severity level of congestion and sends a scalar value representing the severity level to the Core Network.

Related to this the following question was raised:

· To enable that multiple congestion levels can be determined and reported to the Core Network while also ensuring the same severity level being reported by different RAN implementations in similar congestion situations, which implementation-independent criteria need to be configurable by operators in the RAN to enable the RAN to detect and derive the different severity levels of congestion?


In this contribution, we analyses the criteria for RAN to determine whether it experiences user-plane congestion, how to determine and report the congestion level, especially in multi RAN vendor scenario, and provides the answers to SA2’s questions.
2. Discussion

2.1  Definition of RAN user plane congestion

The definition of RAN user plane congestion in SA2 TR 23.705 [6] is:
【RAN user plane congestion】RAN user plane congestion occurs when the demand for RAN resources exceeds the available RAN capacity to deliver the user data for a period of time. RAN user plane congestion leads, for example, to packet drops or delays, and may or may not result in degraded end-user experience.

NOTE 1: 
Short-duration traffic bursts is a normal condition at any traffic load level, and is not considered to be RAN user plane congestion. Likewise, a high-level of utilization of RAN resources (based on operator configuration) is considered a normal mode of operation and might not be RAN user plane congestion.

NOTE 2: 
RAN user plane congestion includes user plane congestion that occurs over the air interface (e.g. LTE-Uu), in the radio node (e.g. eNB) and/or over the backhaul interface between RAN and CN (e.g. S1-u).

Conclusion1: RAN user plane congestion occurs when the demand for RAN resources exceeds the available RAN capacity to deliver the user data for a period of time.
2.2  If RAN can determine whether it experiences RAN user-plane congestion? How to ensure the same severity level being reported by different RAN?
According to the definition of RAN user plane congestion, there are three factors needs to be known by RAN, including (a) The demand for RAN resources; (b) The available RAN capacity; and (c) The period of time.
2.2.1 (a) The demand for RAN resources
The demand for RAN resource includes the resource demand over the air interface (e.g. LTE-Uu), in the radio node (e.g. eNB) and/or over the backhaul interface between RAN and CN (e.g. S1-u).
For Uplink, Buffer Status Report/ scheduling information sent from UE could be used to calculate the uplink air interface resource demand. The backhaul resource demand can be derived from the UL buffer status in the RAN node together with the UL air interface resource demand. 
For Downlink, the backhaul resource demand can be evaluate d by the Guaranteed Bit Rate (GBR) value for the GBR bearers, UE-AMBR could be considered for non GBR bearer. The air interface resource demand can be roughly calculated by the DL buffer status in the RAN node together with the DL backhaul resource demand.
And based on above information, the processing load of the RAN node could also be calculated.
Observation1: RAN is able to evaluate the demand for RAN resources.

2.2.2 (b) The available RAN capacity
In current LTE X2AP spec TS36.423 [2], the load status is exchanged between eNBs via X2 interface, the exchanged information includes Hardware Load, S1 TNL load, Radio Resource Status, Composite Available Capacity Group, ABS status, as shown in the table1. Similar, according to TS25.423 [3], the Cell Capacity Class Value and Load Value are also exchanged between RNCs, as shown in the Table2.

Table1: load status exchanged between eNBs [2]
	>>Hardware Load Indicator
	DL Hardware Load Indicator
	ENUMERATED (LowLoad, MediumLoad, HighLoad,  Overload, ...)

	
	UL Hardware Load Indicator
	ENUMERATED (LowLoad, MediumLoad, HighLoad,  Overload, ...)

	>>S1 TNL Load Indicator
	DL S1TNL Load Indicator
	ENUMERATED (LowLoad, MediumLoad, HighLoad,  Overload, ...)

	
	UL S1TNL Load Indicator
	ENUMERATED (LowLoad, MediumLoad, HighLoad,  Overload, ...)

	>>Radio Resource Status
	DL GBR PRB usage
	INTEGER (0..100)

	
	UL GBR PRB usage
	INTEGER (0..100)

	
	DL non-GBR PRB usage
	INTEGER (0..100)

	
	UL non-GBR PRB usage
	INTEGER (0..100)

	
	DL Total PRB usage
	INTEGER (0..100)

	
	UL Total PRB usage
	INTEGER (0..100)

	>>Composite Available Capacity Group
	Composite Available Capacity Downlink
	Cell Capacity Class Value
	INTEGER (1..100,...)

	
	
	Capacity Value
	INTEGER (0..100)

	
	Composite Available Capacity Uplink
	Cell Capacity Class Value
	INTEGER (1..100,...)

	
	
	Capacity Value 
	INTEGER (0..100)


· The Cell Capacity Class Value IE indicates the value that classifies the cell capacity with regards to the other cells. The Cell Capacity Class Value IE only indicates resources that are configured for traffic purposes.
· The Capacity Value IE indicates the amount of resources that are available relative to the total E-UTRAN resources. The Capacity Value IE can be weighted according to the ratio of cell capacity class values, if available.
Table2: load status exchanged between RNCs [3]

	Cell Capacity Class Value
	Uplink Cell Capacity Class Value
	INTEGER(1..100,…)

	
	Downlink Cell Capacity Class Value
	INTEGER(1..100,…)

	Load Value
	Uplink Load Value
	INTEGER(0..100)

	
	Downlink Load Value
	INTEGER(0..100)


· The Cell Capacity Class Value IE contains the capacity class for both the uplink and downlink. Cell Capacity Class Value IE is the value that classifies the cell capacity with regards to the other cells. Cell Capacity Class Value IE only indicates resources that are configured for traffic purposes.
· The Load Value IE contains the total load on the measured object relative to the maximum planned load for both the uplink and downlink. It is defined as the load percentage of the Cell Capacity Class.

Observation2: the Capacity Value calculated by eNB, and the Load Value calculated by RNC, could be used as the available RAN capacity. Note how to calculate the Capacity/Value by RAN is not specified. 
Observation3: the Cell Capacity Class Value could be configured by operator to ensure the same available RAN capacity being calculated by different RAN from different vendors.

2.2.3 (c) The period of time
A fixed or configurable timer could be used by different RAN from different vendors, to ensure the same severity level being calculated by different RAN from different vendors.
In order to ensure the same severity level being reported by different RAN implementations in similar congestion situations, the operator needs to configure uniformed Cell Capacity Class Value, same severity level formula, and a fixed or configurable timer to RAN vendors.
Conclusion2: RAN can determine if it experiences RAN user-plane congestion. Same severity level could be ensured by configure uniformed Cell Capacity Class Value, same severity level formula, and a fixed or configurable timer from operators to RAN vendors.
2.3  How to Report multiple severity level of RAN user plane congestion to CN?

2.3.1 Existing overload procedure

In LTE, the purpose of the Overload procedure is to inform an eNB to reduce the signalling load towards the concerned MME, but there is no mechanism for eNB to inform the RAN user plane load to the MME. 

In UMTS, the Overload procedure is defined to give some degree of signalling flow control, it is sent by either the CN or the RNC to indicate that the control plane of the node is overloaded.

Observation 4: in LTE, overload procedure via S1 is to inform an eNB to reduce the signalling load towards the concerned MME. in UMTS, overload procedure via Iu is to exchange the control plane load between RNC and the CN. Both of them cannot report RAN user plane congestion to CN.
2.3.2 Existing TNL congestion indication of Iub/Iur interface
In UMTS [8][9][10], the Congestion Status indicates the TNL congestion of Iub/Iur interface, the congestion is classified to “No TNL congestion”, “TNL Congestion – detected by delay build-up”, and “TNL Congestion – detected by frame loss”. But this mechanism only refers to the TNL congestion.
Observation 5: the Congestion Status indicates the TNL congestion of Iub/Iur interface only refers to the TNL congestion.
2.3.3 Existing Explicit Congestion Notification (ECN) mechanism
In both LTE and UMTS [11], the E‑UTRAN/UTRAN and the UE support the RFC 3168 Explicit Congestion Notification (ECN). The IP level ECN scheme enables the E‑UTRAN/UTRAN to trigger a rate adaptation scheme at the application / service / transport layer.
According to RFC 3168 [7], routers can instead set the Congestion Experienced (CE) codepoint in the IP header of packets from ECN-capable transports. This uses an ECN field in the IP header with two bits, making four ECN codepoints, '00' to '11'.  The ECN-Capable Transport (ECT) codepoints '10' and '01' are set by the data sender to indicate that the end-points of the transport protocol are ECN-capable; The not-ECT codepoint '00' indicates a packet that is not using ECN. The CE codepoint '11' is set by a router to indicate congestion to the end nodes.
Although the ECN mechanism can be used to report congestion to the CN, but it cannot differentiate the severity level
Observation 6: Although existing ECN mechanism can be used to report congestion to the CN, but the severity level of congestion cannot be provided.
Conclusion 3: existing overload/congestion mechanisms cannot report multiple severity level of RAN user plane congestion to CN, new mechanism may needs to be introduced, e.g. new RAN user plane congestion report procedure, new RAN user plane congestion indication.
2.4  Unknown served cell of an active UE

There is an important point needed to be mentioned, according to SA1 TR22.101, it is said that “The network shall be able to identify whether or not an active UE is in a RAN user plane congested cell.”, but current network may not know the served cell information of an active UE. 

· In LTE, MME knows the served cell of each UE via Initial UE Message (UE access to the network), Path Switch Request (inter-eNB HO), and Handover Notify (S1 HO). But for intra-eNB HO, path switch procedure may not be triggered, that means if the UE is moved from one congested cell of an eNB to another non-congested cell of the same eNB, or vice versa, the MME may not able to know that in time.

· In UMTS, the CN does not know the served cell of each UE at all.

Hence even if we introduce new mechanism to inform RAN user plane load to the CN, the CN may not able to trigger new procedure to solve user plan congestion for an active UE, because the CN may not able to known the served cell of the UEs, i.e. UEs performed intra-eNB HO, or connected to UTRAN cell.
Conclusion 4: In order to support UPCON, new mechanisms may need to be introduced to inform the served cell of the UE to the CN, in case the UEs performed intra-eNB HO, or connected to UTRAN cell. 

3. Conclusion

In this contribution, we analyses the current criteria for RAN to determine whether it experiences user-plane congestion, and how to determine and report the congestion level in multi RAN vendor scenario, the following conclusions are achieved: 
Conclusion1: RAN user plane congestion occurs when the demand for RAN resources exceeds the available RAN capacity to deliver the user data for a period of time.
Conclusion2: RAN can determine if it experiences RAN user-plane congestion. Same severity level could be ensured by configure uniformed Cell Capacity Class Value, same severity level formula, and a fixed or configurable timer from operators to RAN vendors.
Conclusion 3: existing overload/congestion mechanisms cannot report multiple severity level of RAN user plane congestion to CN, new mechanism may needs to be introduced, e.g. new RAN user plane congestion report procedure, new RAN user plane congestion indication.

Conclusion 4: In order to support UPCON, new mechanisms may need to be introduced to inform the served cell of the UE to the CN, in case the UEs performed intra-eNB HO, or connected to UTRAN cell. 

4. Proposal
Proposal1: Based on these conclusions, the following answers are got for the SA2 questions, it is propose to agree on these answers and send reply LS to SA2, draft reply LS to SA2 is R3-131276.

Question 1: Based on which implementation-independent criteria can the RAN determine whether it experiences user-plane congestion?

Answer 1: RAN can determine if it experiences user-plane congestion, based on comparing of the calculated demand for RAN resources and the available RAN capacity by RAN node. E.g. the demand of RAN resources can be derived from Buffer Status Report/ scheduling information sent from UE, the buffer status in the RAN node, Guaranteed Bit Rate (GBR) value and UE-AMBR for non-GBR bearers, etc. The available RAN capacity can be derived from capacity/load value of the cell.
Question 2: To enable that multiple congestion levels can be determined and reported to the Core Network while also ensuring the same severity level being reported by different RAN implementations in similar congestion situations, which implementation-independent criteria need to be configurable by operators in the RAN to enable the RAN to detect and derive the different severity levels of congestion?
Answer 2: the same severity level could be ensured by configure uniformed Cell Capacity Class Value, same severity level formula, and a fixed or configurable timer from operators to RAN vendors. New mechanism may needs to be introduced to report multiple severity level of RAN user plane congestion to CN. 
Proposal2: it is proposed to advice SA2 that, in order to support UPCON, new mechanisms may need to be introduced to inform the served cell of the UE to the CN, in case the UEs performed intra-eNB HO, or connected to UTRAN cell.
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