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1 Introduction
During the joint session in last meeting, it was decided that RAN3 would discuss the backhaul issues and the assumptions to support Multiple Site Aggregation (MSA). MSA supports signalling and/or data from multiple sites being aggregated in the UE to improve mobility and throughput. In this paper we try to discuss the backhaul requirement and provide some observations about backhaul characteristics.
2 Discussion
2.1  RAN2 Discussion Introduction

The seven UP alternatives under discussion in RAN 2 are:

-
1A: S1-U terminates in SeNB + independent PDCPs (no bearer split);

-
2A: S1-U terminates in MeNB + no bearer split in MeNB + independent PDCP at SeNB;

-
2C: S1-U terminates in MeNB + no bearer split in MeNB + independent RLC at SeNB;

-
2D: S1-U terminates in MeNB + no bearer split in MeNB + master-slave RLCs;

-
3A: S1-U terminates in MeNB + bearer split in MeNB + independent PDCPs for split bearers;

-
3C: S1-U terminates in MeNB + bearer split in MeNB + independent RLCs for split bearers;

-
3D: S1-U terminates in MeNB + bearer split in MeNB + master-slave RLCs for split bearers.

The seven options could be classified into two Alternatives of S1-U architecture:
· Alternative 1: SGW routing (1A);

· Alternative 2:MeNB routing (others).
Comparing with SGW routing, MeNB routing could bring many benefits:

· Reduction of  handover signalling load to core network;

· Reduction of the traffic interruption due to small cells change and path switch.

· Per-user throughput gain due to flexible radio resource usage, which has been agreed by RAN2.

· Simplification /Avoidance of the security issue
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Figure 1: S1-U Architectures (Left: S-GW Routing; Right: MeNB Routing)

Observation 1: MSA UP alternatives can be divided into two S1-U Architectures: SGW routing and MeNB routing. MeNB routing has multiple advantages over SGW routing.
2.2   Backhaul Requirement challenge
The rise in demand for mobile data is placing unprecedented strain on mobile networks to deliver more and more capacity, particularly in urban areas. The rising demand will require a range of highly scalable, flexible mobility backhaul solutions. It is important to ensure that the mobile backhaul network is positioned to support and complement the evolutionary trend, i.e. users’ need for high-quality mobile broadband services.

Observation 2: The challenges to mobile backhaul network must not be avoided to support the evolutionary network trends.

One of possible solution is to deploy a denser cell topology using small cells to meet this demand. But as mentioned above it creates a new requirement for backhaul, which must provide connectivity with sufficient capacity and quality of service. MSA (multiple site aggregation) is proposed as one solution for small cell to solve the issues of mobility robustness and increased signalling load due to frequent handovers [1]. However, the backhaul requirement is mainly caused by deploying vast of small cells regardless whether MSA is used or not.

Proposal 1: The backhaul requirement is mainly caused by deploying vast of small cells regardless whether MSA is used or not.
2.3 Backhaul Deployment Comparison
Deployment 1: Small Cells Connected to Macro site

Assuming that the operator already has a radio network in place, a straight forward option is to connect the small cell directly to the macro site. From topology perspective this would look like a traditional hub-and-spoke, with small cells as spokes and the macro eNB site as hub. This deployment has been confirmed by NGMN [1] and SMALL CELL FORUM [2]. 
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 Figure 2
Small Cells Connected to Macro Site
Based on the Backhaul deployment 1, the typical network topology and routing mechanism can be given as in Fig 3:
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Figure 3
User Data Routing for Deployment 1
As shown in the Figure 3, the user plane packets are routed from Core Network to small cell via Macro eNB for both MeNB routing and SGW routing solutions. Thus the backhaul requirement should be same for both solutions.
Observation 3: The backhaul requirement is the same for both MeNB routing and SGW routing in backhaul deployment 1.

Small cells backhaul aggregation at RAN level (e.g., MeNB) is a typical architecture recommended by NGMN and small cell forum. It provides an economic deployment for both MeNB routing and S-GW routing, because “in majority of the cases there is pre-existing transport infrastructure in place for connecting the existing macro cell base stations to controllers and core nodes.” [2]. For possible MSA deployment scenarios, an already available and typical backhaul deployment should be firstly assumed. Most importantly, MSA does not demand any extra backhaul requirement upon existing transport network. Therefore backhaul should not be the bottleneck for the MeNB routing.
Proposal 2: MeNB routing solution should be considered in backhaul deployment 1.

Deployment 2: Connection to high level aggregation site

Alternatively, e.g. in case of a green field deployment or when other transport services are more applicable from cost or availability perspective, the small cell base stations can be connected to any other transport network offering suitable backhaul services. The deployment scenario is that the small cell connects macro site via one or several levels (usually maximum three levels) aggregation sites.
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Figure 4
Small Cell and MeNB Aggregated at High Level Site

The typical network topology for MeNB routing mechanism can be given as in Fig 5. As pointed out in the [3], it can be seen that the user plane packets are routed back and forth over the backhaul link between the Aggregation site and the Macro Site. 
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Figure 5
User Data Routing for deployment 2
Backhaul deployment 2 is also suitable for MeNB routing provided that the transport situation between the aggregation site and the macro cell site is good enough to meet the additional backhaul requirement for MeNB routing. MeNB routing should also be considered in backhaul deployment 2 for advanced transport situation to benefit from its advantages over SGW routing mechanism. 
Proposal 3: MeNB routing solution is acceptable for backhaul deployment 2 even if it require more backhaul.

2.4 Backhaul characteristics
Latency
The typical backhaul parameters are given in the TR 36.932:
Table 1: Delay Budgets for Different Transmission Technologies

	Backhaul Technology
	Latency (One way)

	Fiber Access 1
	10-30ms 

	Fiber Access 2
	5-10ms

	Fiber Access 3
	2-5ms

	DSL Access
	15-60ms

	Cable 
	25-35ms

	Wireless Backhaul
	5-35ms 


TS 23.203 recommends packet delay budgets for various service types represented by the different Quality Class Indicators (QCIs) used by LTE/EPC to label traffic priorities. The most stringent of these is then real-time gaming service (QCI=3) with a 50ms delay recommended from the UE to PDN GW. The recommended delay budget for voice and IMS signalling is 100ms. Comparing with 50/100ms, the latency should be tolerable. To support MSA, we assume that a good backhaul technology should be provided, e.g. Fiber Access 3 (2-5ms). Then the latency should not be bottleneck to support MSA
Observation 4: Latency on Xn should be not the bottleneck to support MSA.
Packet loss rate and in-sequence delivery probability
In the initial discussion of LTE architecture, reliability of a packet over the X2 and S1 interface was discussed. In [5], it was concluded that SCTP is used as the transport protocol on the X2 interface for control plane message and hence it is very reliable. Packet error rates are very negligible and will be lower than 10-8.  RAN3 also concluded that it is assumed that both packet loss and out of sequence arrival of packets should be abnormal events that are expected to be rare if the dimensioning of the transport network of the E-UTRAN is well managed in [6]. Furthermore according to R3.018 [7], it was considered not necessary to provide additional mechanisms to cope with TNL errors like loss of data on the S1 or X2 interface. In summary, assuming Xn interface will re-sue the same principle with X2, we propose:

Observation 5: Xn interface is reliable, i.e. packet loss and out of order delivery is negligible.
3 Conclusion
From the above analysis, the following observations are made on backhaul related issues:
Observation 1: MSA UP alternatives can be divided into two S1-U Architectures: S-GW based routing and MeNB routing. MeNB routing has multiple advantages over SGW routing.
Observation 2: The challenges to mobile backhaul network must not be avoided to support the evolutionary network trends.

Observation 3: The backhaul requirement is the same for both MeNB routing and SGW routing in backhaul deployment 1.

Observation 4: Latency on Xn should be not the bottleneck to support MSA.
Observation 5: Xn interface is reliable, i.e. packet loss and out of order delivery is negligible.

Based on above observations, we propose RAN3 to agree with the following proposals:
Proposal 1: The backhaul requirement is mainly caused by deploying vast of small cells regardless whether MSA is used or not.

Proposal 2: MeNB routing solution should be considered for backhaul deployment 1.

Proposal 3: MeNB routing solution is acceptable for backhaul deployment 2 even if it require more backhaul.
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