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1 Introduction

While discussing possible alternatives G1D and G2C for the X2-GW, some questions for clarification were asked on the various solutions. In particular, this document aims to clarify some remaining points about solution G2C, in order to aid further discussion and down-selection of alternatives.
2 Questions and Answers
2.1 Questions
The following questions for clarification were asked by NSN (1-2) and NEC (3-8).
1) How can we reduce the number of TNL address discovery procedures in Sol. G2C?
2) How can we support the X2 proxy with Sol. G2C, e.g. when is the SCTP connection established with the X2 proxy, and what is the procedure when the (H)eNB has already set up SCTP/X2 with the X2 proxy?
3) G2C is not Scalable, because it relies on Volatile TNL Address and Volatile behaviour of HeNBs due to their power On/Off - this was never a problem in the past. Do you Agree?

4) G2C breaks Long-established Layer Separation and by including  TNL Addresses in every X2AP message, the X2-Layer mandate IP Routing - this impair multi-homing. Such a behaviour of one Layer to mandate the behaviour of another layer is functionally wrong - do you Acknowledge, if not, please justify?

5) I have Seen how G2C is employed when an eNB discovers HeNB - what happens when a HeNB discovers an eNB. How can a Source HeNB ensures that a target eNB belongs to the same X2-GW?

6) How can you justify changing S1-messages just for the purpose of introducing X2-GW?

7) G2C tends to Always Strain EPC – Vodafone Already hinted that Any mechanism to Reduce EPC Signally Load is preferable. When a new neighbour is discovered, An ANR functionality will be triggered. This means TNL Address discovery and X2 Setup, if Allowed. This means EPC Load Always. Do you Agree that G2C Always Lead to EPC Load ?

8) Minor-Aspect: Inability of G2C to Support NAT can partly lead to IP Scarcity and Security Issues (i.e., exposing eNB’s IP Address to a user-deployed HeNB)

2.2 Answers
2.2.1 Question 1)

Solution G2C, as discussed, can be applied regardless of the type of X2-GW considered (i.e. full proxy or routing proxy – the X2-GW need not be stateful). Having some “state” within the nodes, however, will help minimizing the number of TNL address discovery procedures. Here are two possible ideas:
i. The HeNBs which have had their addresses changed, notify the other (H)eNBs with which they had already set up X2. A possible extension of the X2AP eNB CONFIGURATION UPDATE message could be envisaged for this purpose. This message could be sent through the X2-GW.
ii. The HeNBs which have had their addresses changed, notify the X2-GW through a new message terminated in the X2-GW itself. The X2-GW will then route the messages coming through for the HeNBs to their new address.

Both solutions remove the need to initiate a TNL address discovery procedure every time a UE measures a neighbor cell: TNL discovery can be done only the first time a UE measures a new neighbor cell, after which time the initiating node will consider the new IP address (for solution i.) or send X2AP messages to the target through the X2-GW, using the old address, since the X2-GW will take care of the routing using the correct address (for solution ii.).
Solution i. seems quite efficient, since only the X2 peers with which the HeNB already had X2 set up will be interested by the signaling.

Solution ii. is also very efficient in terms of signaling (possibly even more), since only the X2-GW is notified of the IP address change. The only drawback is that all X2 peers will be completely unaware of the address change, will include the wrong address in their messages, and will have to rely on the X2-GW to do the right thing. In fact, this might be considered in contrast with the statement that in G2C the X2 SETUP message is routed according to the signaled IP address. It is worth noticing that this solution mimics the registration procedure of Sol. G1D, with a few notable differences:
a) It is only triggered in case of IP address change of the HeNBs, unlike the G1D registration procedure which is currently mandatory;

b) Unlike G1D, it can reuse an existing X2AP message (the eNB CONFIGURATION UPDATE message, for example) rather than requiring a new one;

c) It does not mandate an “always-on” X2 connection, unlike G1D which relies on all X2 peers registering with the X2-GW as soon as they are powered on.

As said above, in both cases a TNL discovery procedure is needed only for cells that show up in measurements for the first time, or whose RNL ID changed. After that, the discovery procedure is not needed. In this way the use of the TNL discovery procedure is minimized, thereby keeping with the original assumptions.
It is worth noting that the solutions outlined above might not be applicable (or be of limited usefulness) in case of HeNB switch-on/off. In order for the HeNB to notify its peers or the X2-GW, it needs to know its new assigned IP address, and of course this is not possible in case of shutdown (“graceful” or “ungraceful”). In case of “ungraceful” power-off the available options are more limited, as also discussed in [2]. In case of “graceful” power-off the usefulness of solution i. is limited, because only a shutdown notification can be issued. This point may deserve further analysis. It is worth noting that switch-on/off scenarios are the subject of a separate discussion, and some open issues are still present in this area for all alternatives. 
Furthermore, as already mentioned in [1], it is likely that DHCPs will be conservative and that IP changes will happen in a “controlled” manner rather than as a result of “gambling”, so even without the two solutions outlined above, we believe that the number of TNL address discovery procedures will be limited.

2.2.2 Question 2)

Solution G2C does not strictly require the X2-GW to keep a “state”, so there is no specific limitation or procedure for setting up SCTP or X2 with respect to current standards. Any of the X2 peers ((H)eNB or X2-GW) can in principle initiate SCTP or X2 setup with the other peer.
As briefly mentioned in the figures of [1], SCTP is set up as required with the other peer; once the SCTP association is up and running, X2AP messages are sent over it. If a new (H)eNB needs to set up X2 to a HeNB which already has SCTP up and running with the X2-GW, the X2-GW routes the X2 SETUP message to the endpoint over the existing SCTP connection. As already mentioned, we may need to clarify for both G1D and G2C the relationship between SCTP and X2, which can now be decoupled and terminated in different nodes. This, however, is a known issue and it is common to all alternatives and architecture options for X2-GW.
2.2.3 Question 3)

The discussion on scalability of G1D and G2C has already taken place. It was pointed out [3] that, on the contrary, having to constantly maintain and update a database for all the HeNBs in the network, may prove less scalable than simply routing traffic as it is generated. In addition, the assumption of “volatile” IP address allocation and RAN node presence on the network seems highly questionable. As a matter of fact, we may argue [1]
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[5] that a properly designed network should rely neither on “volatile” address allocation (since RAN nodes are not UEs) nor on “possibly off” RAN nodes.

2.2.4 Question 4)

The issue of layer separation has already been discussed and documented. It is even presented in [1], which was discussed at this meeting. In [4] a few examples were given of possibly broken protocol layer separation in current RAN3 specifications, and why a similar situation might be acceptable also for X2-GW. A possible guidance on the topic of multi-homing might be found in the current use of the TNL information IE signaled over some S1AP messages: as long as it is possible to signal more than one TNL address, it is possible to support multi-homed nodes.

2.2.5 Question 5)

According to current agreements [6], a HeNB shall be connected to only one X2-GW.

2.2.6 Question 6)

The single change in S1AP outlined in [1] is a mere extension to an existing IE, which already carries TNL addresses for X2 connectivity. It may be argued that they are in the same spirit of when the current form of that IE was agreed a few releases ago (i.e. to allow additional functionality for X2 deployment).
2.2.7 Question 7)

As already discussed several times, we believe that a properly planned network should be a) able to cope with its own signaling, of which the TNL address discovery procedures are only a small part; and b) predictable in its IP address allocation for RAN nodes. For such a network, currently standardized mechanisms are adequate. In order to minimize TNL discovery signaling, two possible ideas are outlined in this document, one of which even mimics a similar mechanism for Sol. G1D (with the additional advantage of not requiring any “pre-setup” or “registration”, but a simple – and possibly optional – “notification of change of address”). In this way, the only time a TNL address discovery procedure will be initiated is the very first time a new neighbor is discovered (similarly to current paradigms).
2.2.8 Question 8)

This was already discussed a number of times, in [1] and [5] and online. While it is certainly acceptable (and even desirable) for an operator to cope with IP address scarcity when handling UEs, we believe this is hardly the way to allocate addresses for RAN nodes which will be used to sell services. In any case, the well-known and established way to cope with IP address scarcity is to use IPv6, which among other things removes the need for NAT. All current standards allow this, and macro networks have been IPv6-ready for some time. It could be clarified whether this is also true for all HeNB implementations.
3 Proposal
Proposal: We ask companies to consider the above when further discussing and  down-selecting X2-GW options.
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