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1 Introduction

Two solutions are currently on the table in the latest phase of the X2-GW architecture discussion: G1D and G2C. They have been chosen after a down-selection that took place at RAN3 #80. This document will provide a thorough description of solution G2C as assigned by the RAN3 Chairman [1], as input for further discussion.
2 Solution Description
The G2C solution was first described at RAN3 #79 in Malta together with all the others, following a drafting session, and was first documented in [2].

· The HeNB knows the IP address of its X2-GW by configuration (same as all other alternatives).
· An eNB may connect through multiple X2-GWs to its neighbor HeNBs, so it is practical to learn IP addresses of neighbors using the TNL address discovery procedure.

· After a new neighbor is detected by a (H)eNB (e.g. through UE measurements), if the (H)eNB decides to set up X2 with it, the (H)eNB performs the TNL address discovery procedure involving the MME (eNB CONFIGURATION TRANSFER / MME CONFIGURATION TRANSFER messages). It then receives the target IP address in the X2 TNL Configuration Info IE signaled by the MME in the MME CONFIGURATION TRANSFER message.
· If the new neighbor is a HeNB connected via an X2-GW, the IP address of the relevant X2-GW is signaled in a new field (likely an extension of the X2 TNL Configuration INFO IE, as described in Sec. 2.2 below) carried in the eNB/MME CONFIGURATION TRANSFER messages. In order to set up X2 to a neighbor through an X2-GW, the source (H)eNB sends an X2 SETUP REQUEST message, including the discovered IP address of the new neighbor, to the X2-GW .

· The X2-GW routes the X2 SETUP REQUEST message to the correct target based on that signaled IP address.
2.1 Comparison with G1D

A quick comparison with the other remaining alternative G1D can be made by looking at the relevant parts of the comparison table endorsed by RAN3 [3], shown in Table 1 below for convenience.
	
	G1-D
	G2-C

	X2-GW complexity
	Context (RNL id, IP @) + neighbouring Context for switch off case*

Routing with lookup table
	neighbouring Context for switch off case *

Routing with IP@

	RNL/TNL Protocol layer separation
	Separation kept
	Separation broken: IP addresses included at X2-AP layer

	Impact on eNBs/HeNBs
	- RNL id in X2 setup

- New Register message
	-  TNL id in X2 setup

-possible impact on multi-homing 

	Impact on specifications
	-TNL @ discovery enhanced with X2gw IP@
-Destination RNL-Id in X2 setup request

-Registration procedure before X2 setup

	-TNL @ discovery enhanced with X2gw IP@
-Destination IP @ in X2 setup request



	Impact on O&M
	None
	None

	Impact on IOT
	New Register message to be tested
	TNL @ in RNL to be tested

	Protection from HeNBs' on/off switches
	No impact on MME and eNB
	Impact MME and eNB:

TNL address discovery procedure to be run when HeNB IP@ changes

	Flexibility
	No particular architecture constraints 
	No particular architecture constraints


Table 1 Comparison between G1D and G2C, from the matrix endorsed by RAN3. (* = to be confirmed when Tdocs on HeNB switch-off have been treated)
2.2 Extending the X2 TNL Configuration Info IE
We show below a possible extension of the X2 TNL Configuration Info IE [4] with the new field for the X2-GW IP address(es), as required by the definition of this solution. If a list of addresses is sent instead of a single IE, the X2-GW itself can be a multi-homed node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	eNB X2 Transport Layer Addresses
	
	1 .. <maxnoofeNBX2TLAs>
	
	
	
	

	>Transport Layer Address
	M
	
	9.2.2.1
	Transport Layer Addresses for X2 SCTP end-point.
	
	

	eNB X2 Extended Transport Layer Addresses
	
	0 .. <maxnoofeNBX2ExtTLAs>
	
	
	YES
	ignore

	>IP-Sec Transport Layer Address
	O
	
	9.2.2.1
	Transport Layer Addresses for IP-Sec end-point.
	-
	-

	>eNB GTP Transport Layer Addresses
	
	0 .. <maxnoofeNBX2GTPTLAs>
	
	
	-
	-

	>>GTP Transport Layer Address
	M
	
	9.2.2.1
	GTP Transport Layer Addresses for GTP end-points (used for data forwarding over X2).
	-
	-

	eNB indirect X2 Transport Layer Address
	O
	
	9.2.2.1
	Transport Layer Address for indirect X2
	YES
	reject


	Range bound
	Explanation

	maxnoofeNBX2TLAs
	Maximum no. of eNB X2 Transport Layer Addresses for an SCTP end-point. Value is 2.

	maxnoofeNBX2ExtTLAs
	Maximum no. of eNB X2 Extended Transport Layer Addresses in the message. Value is 16.

	maxnoofeNBX2GTPTLAs
	Maximum no. of eNB X2 GTP Transport Layer Addresses for an GTP end-point in the message. Value is 16.


Table 2 A possible extended X2 TNL Configuration Info IE.
2.3 Extending the X2 SETUP REQUEST Message

We show below a possible extension of the X2 SETUP REQUEST message [6] with the new field for the target IP address. A non-“X2-GW-aware” eNB receiving the new IE should most likely fail the procedure, so the new IE has criticality “reject”.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.13
	
	YES
	reject

	Global eNB ID
	M
	
	9.2.22
	
	YES
	reject

	Served Cells
	
	1 .. <maxCellineNB>
	
	Complete list of cells served by the eNB
	YES
	reject

	>Served Cell Information
	M
	
	9.2.8
	
	–
	–

	>Neighbour Information
	
	0 .. <maxnoofNeighbours>
	
	
	–
	–

	>>ECGI
	M
	
	ECGI

9.2.14
	E-UTRAN Cell Global Identifier of the neighbour cell
	–
	–

	>>PCI
	M
	
	INTEGER (0..503, …)
	Physical Cell Identifier of the neighbour cell
	–
	–

	>>EARFCN
	M
	
	9.2.26
	DL EARFCN for FDD or EARFCN for TDD
	–
	–

	>>TAC
	O
	
	OCTET STRING (2)
	Tracking Area Code
	YES
	ignore

	>>EARFCN Extension
	O
	
	9.2.65
	DL EARFCN for FDD or EARFCN for TDD. If this IE is present, the value signalled in the EARFCN IE is ignored.
	YES
	reject

	GU Group Id List
	
	0 .. <maxfPools>
	
	List of all the pools to which the eNB belongs
	GLOBAL
	reject

	>GU Group Id
	M
	
	9.2.20 
	
	-
	-

	Target Transport Layer Address
	O
	
	BIT STRING (1..160, ...)
	For details on the Transport Layer Address, see TS 36.424 [8], TS 36.414 [19]
	YES
	reject


	Range bound
	Explanation

	maxCellineNB
	Maximum no. cells that can be served by an eNB. Value is 256.

	maxnoofNeighbours
	Maximum no. of neighbour cells associated to a given served cell. Value is 512.

	maxPools
	Maximum no. of pools an eNB can belong to. Value is 16.


Table 3 A possible extended X2 SETUP REQUEST message.
2.4 Sample Signaling Flows

We give below a couple of sample signaling flows for neighbor discovery and X2 setup, following the basic principles of solution G2C given in the bullet list above.
2.4.1  (H)eNB Discovering a HeNB which Is Connected Through an X2-GW

The signaling for the case of an (H)eNB discovering an HeNB which is connected through an X2-GW is shown below.
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Figure 1 TNL address discovery for a target HeNB connected through an X2-GW.

After this procedure is completed, (H)eNB1 has the IP address(es) of HeNB2 and of the X2-GW through which it connects. X2 setup can now be performed if required.
The signaling flow for X2 setup through the X2-GW is given below. For the case of routing proxy, the X2 peers exchange X2 SETUP/RESPONSE messages; for the case of full proxy, they may exchange eNB CONFIGURATION UPDATE messages
.
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Figure 2 X2 setup for a target HeNB connected through an X2-GW. 
2.4.2 HeNB which is connected through a X2-GW Discovering an eNB

The case of a HeNB connected to an X2-GW, discovering an eNB, is very similar.

The address discovery by the HeNB is performed using the current TNL discovery procedure. The eNB will return its IP address, which will be signaled by the MME to the HeNB. Then the HeNB (which is configured with the IP address of its X2-GW) can initiate X2 setup through the X2-GW, if required. The signaling flow for X2 setup is similar to Figure 2 above (substituting (H)eNB1 with a HeNB and HeNB2 with an eNB, respectively).

2.5 Further Considerations

It is worth further consideration whether the originating node should have the possibility to attempt setting up a direct X2 connection to the target and bypassing the X2-GW, using the IP address provided in the TNL discovery procedure. This could provide added flexibility and resilience to the network e.g. in case of X2-GW failure or overload, provided that the operator’s IP address allocation scheme allows it. If the criticality of the new field in the X2 TNL Configuration Info IE in Table 2 above is set to “ignore” instead of “reject” , a non-“X2-GW-aware” (H)eNB receiving the IE will be able to try to set up a direct X2 connection to the target. If the IP address of the target is reachable or routable, the direct X2 setup will be successful. With solution G2C, it is not necessary to register with the X2-GW in order for the X2-GW to obtain knowledge about the network. X2 interfaces are set up as required by traffic and mobility, similarly to current behavior. Running the TNL address discovery procedure enables the X2 peer to have the correct IP address for the other X2 peer before initiating X2 setup.
For operator-deployed HeNBs (arguably the most realistic scenarios for HeNB-eNB X2), it is fair to assume that address allocation should not change often and should follow the same criteria as for eNBs (e.g. changes are performed during maintenance windows, etc.). But also for non-operator-deployed HeNBs, it is worth noting that any DHCP function deployed in the network will probably be conservative and it will avoid changing the IP address of an existing node. In other words, the deployed DHCP is more likely to perform “automatic” than “dynamic” allocation [6].
3 Proposal
Proposal 1: RAN3 should adopt the above as baseline description for solution G2C for further discussion and decision.
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� For the full proxy, if X2 is not set up between a (H)eNB and the X2-GW, the messages exchanged are X2 SETUP/RESPONSE messages; otherwise, they are eNB CONFIGURATION UPDATE messages.





