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1 Introduction
When considering various small cell architectures [1], RAN2 find input of backhaul characteristics are need. This paper provides some consideration on these characteristics.
2 Discussion
2.1 General consideration on transmission of backhaul for small cell
In general there are several requirements of backhaul for small cell different from those for macro cell. One of the key requirements of backhaul for small cell is the cost. It is anticipated that the number of small cell will increase rapidly. From cost point of view, it is unreasonable to guarantee so many small cells all with ideal backhaul. The percentage of TCO accounts for small-cell backhaul is much higher than that accounts for macro cell. 
Another key requirement for small cell backhaul different from macro cell is coming from deploy point of view. As show in [2], small cell backhaul deploy topology and location (street furniture, side of building, etc) is more complex and flexible than that of macro cell. In addition, there are many other various requirements for small cell backhaul such as low power, fast and easy install and scalability, etc.
To our understanding, there is no single technology will meet all requirements for small cell backhaul. Therefore various backhaul transmission technologies will be provided in order to cope with different scenarios, Wireless backhaul solutions include LOS/NLOS, license spectrum or license exempt etc. Wire line backhaul solutions may involve fiber, xDSL which widely used in the market. In addition, complex deployment requires various topologies e.g. mesh, relay and star. 
Observation1: Various backhaul transport technologies involving wireless and wire line solutions and deploy topology will used for small cell to meet requirements of cost and deployment.
2.2 Consideration on aspects of small cell backhaul
2.2.1 Backhaul and interface protocol assumption
X2 interface being the interface between neighbor eNBs and S1 interface is defined between eNB and core network, while Xn is considering being the interface between small cell and macro cell. It is nature to design Xn protocol architecture following the design principle of S1/X2. Therefore Xn interface can be further split into Xn-C (control plane) and Xn-U (User plane). Figure 1 and figure 2 show protocol stack examples for Xn control plane and user plane. For Xn-C, just like S1/X2-C, SCTP protocol is assumed to be used for reliable transmission and for Xn-U, GTP-U/UDP used for data transfer.
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2.2.2 Packet loss
As show in [3] [4], it is explained that packet loss is rare when network is well managed. Therefore no additional mechanism is needed in legacy interface. However when consider the transport characters as discussed in 2.1, the potential of packet loss is increased especially in scenario with bad wireless propagation situation. This is different from legacy S1/X2 interface where backhaul is well designed.

For Xn-C, no additional mechanism is needed, it is because the issue could be mitigated by SCTP protocol as long as the protocol stack is adopt as shown in figure 1. 
However for Xn-U, additional mechanism is desired, it is because packet loss will happen in some scenario for small cell, while legacy protocol stack does not provide mechanism to handle it.
In addition, the potential of packet loss is even higher in congestion scenario.
Observation2: Compare to S1/X2 interfaces, packet loss is not negligible for Xn user plane in certain scenario, therefore additional mechanism is needed in Xn user plane interface.
2.2.3 Latency
As explained in [5], typical transport delay in X2 interface is expected to be 2ms-15ms. It is expected that typical delay time of X2 control plane will be 10ms and rarely exceed 20ms. The current assumption is good enough to support various QoS service over LTE. 
When using non-ideal backhaul mentioned in [7], the latency of Xn-C and Xn-U will be prolong accordingly. In worst case of certain type of non-ideal backhaul, single round transmission delay is longer enough to challenge the QoS requirement of most services. For example, cable is one candidate for the backhaul. The one way latency scope in this scenario is [25-35ms]. However some real time service is sensitive to delay (for service which QCI is 3, where the corresponding PDB, Packet Delay Budget, is no more than 50ms). Therefore it is quite possible that the non ideal backhaul will become a bottleneck of the whole connectivity. 
In addition to QoS impact, the design of small cell architecture should also meet original LTE requirement of Up latency. In [6], U-plane delay was defined and copied here.

“U-Plane Delay Definition – U-plane delay is defined in terms of the one-way transit time between a packet being available at the IP layer in either the UE/RAN edge node and the availability of this packet at IP layer in the RAN edge node/UE. The RAN edge node is the node providing the RAN interface towards the core network
Specifications shall enable an E-UTRA U-plane latency of less than 5 ms in unload condition (i.e. single user with single data stream) for small IP packet, e.g. 0 byte payload + IP headers E-UTRAN bandwidth mode may impact the experienced latency”

For UP architecture whose PDCP terminated in the Macro eNB, e.g. 3C in figure 3, it is understood that the RAN edge node is the Macro eNB. Even with ideal backhaul deployed for Xn in 3C (proximally 2ms

-15ms), it is challenge for this architecture to meet requirement of user data transport in 5ms.
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Figure 3 User plane architecture 3C

Proposal 1: Small cell user plane architecture should meet the requirements of QoS and U-Plane delay.
2.2.4 In sequence delivery
We discuss this issue more detail in [8] and provide the observation below:

Observation3: Compare with S1/X2, wrong order delivery is possible in Xn interface due to small cell backhaul transport and deployment topology.
2.2.5 Throughput (capacity)
No additional function for throughput control is seen on top of current S1/X2 interface. It is safe to assume backhaul capacity is sufficient enough for macro eNB. Congestion is rare in legacy S1/X2 interface therefore flow control and QoS reservation mechanism is not needed.
However, due to cost and deployment requirements elaborated in 2.1, and small cell backhaul will not always be well planed, it is possible small cell backhaul will be the bottleneck of whole user plane path. The congestion potential will increase as the amount of data volume rising. In order to provide same QoS across the network including small cell, it is necessary to consider additional function for Xn interface i.e. flow control, resource reservation for GBR service.
Proposal 2: It is necessary to consider additional function for Xn interface backhaul i.e. flow control, resource reservation for GBR service.
3 Conclusion
Observation1: Various backhaul transport technologies involving wireless and wireline solutions and deploy topology will used for small cell to meet the requirements of cost and deployment.
Observation2: Compare to S1/X2 interfaces, packet loss is not negligible for Xn user plane in certain scenario, therefore additional mechanism is needed in Xn user plane interface.
Proposal 1: Small cell user plane architecture should meet the requirements of QoS and U-Plane delay
Observation3: Compare with S1/X2, wrong order delivery is possible in Xn interface due to small cell backhaul transport and deployment topology.
Proposal 2: It is necessary to consider additional function for Xn interface backhaul i.e. flow control, resource reservation for GBR service.
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