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1 Introduction

RAN2 has identified 3 options as captured in TR36.842 [1] for splitting the U-Plane data in support of Dual Connectivity in Small Cell scenarios:
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As to C-Plane, RAN2 has identified two main architecture alternatives for RRC:
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As part of RAN2 discussions on “UP Architecture Alternatives” during the last meeting, it has been captured as one of RAN2 assumptions/suggestions to define Xn as the interface between MeNB and SeNB that needs to be verified in RAN3. In this paper, we intend to list the open issues in order to answer this question while analysing the potential impact of the identified UP/CP alternatives on RAN3 specifications, especially TS36.423 [2].
2 Discussion
Before we decide whether or not an “Xn” interface needs to be defined between MeNB and SeNB, let’s take a look at the current X2 interface. In the following we discuss the open issues in defining an “Xn” interface in comparison with current X2 interface.

2.1 General aspects of “Xn” interface
The general aspects and principles of X2 have been specified in TS36.420 [3], especially
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Issue 1: 
Is there any aspect of Xn that has not been covered by the general principles and objectives of X2 interface?
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Regarding the protocol structure, it has also been defined in TS36.420 [3] for X2 interface as above.

Issue 2: 
Is there any change necessary to the current X2 interface protocol structure for Xn interface on both Control Plane and User Plane?

2.2 Procedures of “Xn” interface

There are in total 15 elementary X2 procedures in TS36.423 [2], which are summarised in the following table.
	Elementary Procedure
	Initiating Message
	Successful Outcome
Response message
	Unsuccessful Outcome
Response message

	Global procedures

	X2 maintenance procedures

	X2 Setup
	X2 SETUP REQUEST
	X2 SETUP RESPONSE
	X2 SETUP FAILURE

	Reset
	RESET REQUEST
	RESET RESPONSE
	

	Error Indication
	ERROR INDICATION
	N/A
	N/A

	SON/ICIC/ES procedures

	eNB Configuration Update
	ENB CONFIGURATION UPDATE
	ENB CONFIGURATION UPDATE ACKNOWLEDGE
	ENB CONFIGURATION UPDATE FAILURE

	Resource Status Reporting Initiation
	RESOURCE STATUS REQUEST
	RESOURCE STATUS RESPONSE
	RESOURCE STATUS FAILURE

	Mobility Settings Change
	MOBILITY CHANGE REQUEST
	MOBILITY CHANGE ACKNOWLEDGE
	MOBILITY CHANGE FAILURE

	Resource Status Reporting
	RESOURCE STATUS UPDATE
	N/A
	N/A

	Radio Link Failure Indication
	RLF INDICATION
	N/A
	N/A

	Handover Report
	HANDOVER REPORT
	N/A
	N/A

	Load Indication
	LOAD INFORMATION
	N/A
	N/A

	Cell Activation
	CELL ACTIVATION REQUEST
	CELL ACTIVATION RESPONSE
	CELL ACTIVATION FAILURE

	Basic mobility procedures

	Handover Preparation
	HANDOVER REQUEST
	HANDOVER REQUEST ACKNOWLEDGE
	HANDOVER PREPARATION FAILURE

	Handover Cancel
	HANDOVER CANCEL
	N/A
	N/A

	SN Status Transfer
	SN STATUS TRANSFER
	N/A
	N/A

	UE Context Release
	UE CONTEXT RELEASE
	N/A
	N/A


X2 maintenance procedures 

There basically 3 maintenance procedures specified for X2 interface [2]:

· X2 Setup: 
“The purpose of the X2 Setup procedure is to exchange application level configuration data needed for two eNBs to interoperate correctly over the X2 interface.”

· Reset:
“The purpose of the Reset procedure is to align the resources in eNB1 and eNB2 in the event of an abnormal failure. The procedure resets the X2 interface.”

· Error Indication:

“The Error Indication procedure is initiated by an eNB to report detected errors in one incoming message, provided they cannot be reported by an appropriate failure message.”

Issue 3: 
Is there any aspect of Xn that requires changes to the current X2 maintenance procedures?

Basic mobility procedures
The basic X2 mobility procedures [2] can be applied to the handover procedures when change of MeNB happens, while new procedures may be needed to cover the change of SeNB. 

Observation 1: New procedures may be required in the case of change of SeNB.

In order to have a full picture of the overall procedure in the case of SeNB change, Figure 1 illustrated one possible message flowchart. 
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Figure 1: Overall SeNB Change Procedure
Note that Step 7 and the steps onwards are required only for Bearer Split Option 1.
Issue 4: 
It is FFS of the impact of Bearer Split Option 1 on S1 interface, which may require SA2’s opinion.
SON/ICIC/ES procedures 

It is certain that Dual Connectivity has impact on RAN3 functions, such as SON and ICIC. However, due to the obvious complexity the actual impact needs to be identified and analysed on the case-by-case basis.
Observation 2: The actual impact of Dual Connectivity on RAN3 functions, such as SON and ICIC, needs to be identified and analysed on the case-by-case basis.

Additional procedures 

Both RRC architecture alternatives require the coordination/information exchange between MeNB and SeNB. So it is almost certain additional procedures are required in support of such information exchange.
Observation 3: Additional procedures are required in support of RRC level information exchange.

Moreover, for both U-Plane Bearer Split Options 2 & 3 user plane data are delivered over the interface between MeNB and SeNB in certain format (under discussion in RAN2). It is FFS if current X2 U-Plane is sufficient for such data delivery.
Issue 5: 
Is current X2 U-Plane sufficient for data delivery for U-Plane Bearer Split Options 2 & 3?

3 Conclusions and Proposals
In this paper we have analysed the potential impact of Dual Connectivity on RAN3 specification with the following open issues and observations:

Issue 1: 
Is there any aspect of Xn that has not been covered by the general principles and objectives of X2 interface?

Issue 2: 
Is there any change necessary to the current X2 interface protocol structure for Xn interface on both Control Plane and User Plane?

Issue 3: 
Is there any aspect of Xn that requires changes to the current X2 maintenance procedures?

Issue 4: 
It is FFS of the impact of Bearer Split Option 1 on S1 interface, which may require SA2’s opinion.
Issue 5: 
Is current X2 U-Plane sufficient for data delivery for U-Plane Bearer Split Options 2 & 3?

Observation 1: New procedures may be required in the case of change of SeNB.

Observation 2: The actual impact of Dual Connectivity on RAN3 functions, such as SON and ICIC, needs to be identified and analysed on the case-by-case basis.

Observation 3: Additional procedures are required in support of RRC level information exchange.

As a conclusion of the discussions, we propose that RAN3 kindly discuss the listed issues and observations.
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Figure 8.1.1-1: Bearer Split Options
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Figure 8.1.2.1-1: Radio Interface C-plane architecture alternatives for dual connectivity





4.2	X2 interface general principles


The general principles for the specification of the X2 interface are as follows:


-	the X2 interface should be open;


-	the X2 interface shall support the exchange of signalling information between two eNBs, in addition the interface shall support the forwarding of PDUs to the respective tunnel endpoints;


-	from a logical standpoint, the X2 is a point-to-point interface between two eNBs within the E-UTRAN. A point-to-point logical interface should be feasible even in the absence of a physical direct connection between the two eNBs.





4.3	X2 interface specification objectives


4.3.1	General


The X2 interface specifications shall facilitate the following:


-	inter-connection of eNBs supplied by different manufacturers;


-	support of continuation between eNBs of the E-UTRAN services offered via the S1 interface;


-	separation of X2  interface Radio Network functionality and Transport Network functionality to facilitate introduction of future technology.





6.4	X2 interface protocol structure


The X2 interface protocol architecture consists of two functional layers:


-	Radio Network Layer, defines the procedures related to the interaction between eNBs. The radio network layer consists of a Radio Network Control Plane and a Radio Network User Plane.


-	The transport network layer provides services for user plane and signaling transport.


�


Figure 6.4.1: X2 Interface protocol structure
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