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1. Introduction
A categorization of non-ideal backhaul based on operator inputs has been identified in [1] as follows, which would be considered in Small Cell studies. 

[image: image1]During the RAN2/3 joint session on small cell, the backhaul issues were discussed and “RAN2 would like RAN3 to provide input on expected backhaul characteristics (typical latency, packet loss rate (if not congested) and in-sequence delivery probability) between CN, MeNB and SeNB” [2]. In this paper, we attempt to list the related issues regarding backhaul features and propose RAN3 to clarify these issues in order to provide answers to RAN2’s questions. 
2. Discussions 
A general backhaul in the small cell scenarios, as shown in Fig. 1, includes the connections of the secondary eNB (SeNB) controlling such cell(s) with other network nodes (e.g., MME, S-GW, Master eNB (MeNB), SeNB). The backhaul traffic typically consists of X2/S1 user plane traffic, X2/S1 control plane traffic, OAM and synchronization signalling, etc. [3]. There are several issues that need clarification in order to well understand the backhaul features of small cell.
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Fig. 1 Backhaul of a small cell 
2.1. “Path” vs. “Link”
As per [4], the “link” and “path” are defined, respectively, as follows:
We define nodes as hosts, routers, Ethernet switches, or any other device where the input and output links can have different characteristics. A link is a connection between two of these network devices or nodes. We then define a path P of length n as a series of links (L1, L2, ... Ln) connecting a sequence of nodes (N1, N2, ..., Nn+1). A source S and destination D reside at N1 and Nn+1, respectively.
Since logical interfaces S1, X2/Xn are of interest to the backhaul discussion, it is reasonable to apply the concept of “path” of which the end-points are determined by each logical interface. For example, for interface X2/Xn, the path is between a SeNB and a MeNB or another SeNB. Therefore, the backhaul of a small cell is the aggregation of multiple paths between a SeNB and different nodes. 
Observation 1: The small cell backhaul can be considered as the aggregation of multiple paths between a SeNB and other nodes with which the SeNB maintains different logical interfaces.
2.2. Backhaul technology

Different backhaul technologies may be used in the deployments of eNBs. An example of the backhaul of MeNB and SeNB is illustrated in Fig. 2 [5], where the SeNB/MeNB is connected to the core network through different backhaul technologies (e.g. xDSL for SeNB and fibre/radio for MeNB). For the X2 interface between the MeNB and SeNB, different backhaul technologies are used along the path. This is a typical deployment scenario which the backhaul technology of SeNB depends on the access networks available at home. 
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Fig.2 A backhaul example of SeNB and MeNB
As shown before, table 6.1-1 and 6.1-2 of [1] define only one technology for each backhaul category, which can be interpreted in two ways when considering the X2 interface between a SeNB and a MeNB:

· Understanding 1: each backhaul category applies to the whole path from SeNB to ISP POP then to SeGW and then to MeNB as illustrated in Fig. 2. 
· Understanding 2: each backhaul category only applies to the first connection, i.e. from the SeNB to ISP POP in Fig. 2. 
Issue 1: How to correctly interpret each backhaul category listed in TR36.932?
Furthermore, RAN2 has been discussing the inter-node resource aggregation that allows the same UE to be served by two serving eNBs (i.e., MeNB and SeNB) simultaneously. Several options for the user-plane and control plane architecture for dual connectivity indicate the necessity of close coordination and frequent data exchange between MeNB and SeNB [6]. Therefore, the performance of the path between two serving eNBs (i.e., MeNB and SeNB) is critical to determine the detailed functions. In [1], each backhaul category is featured by one way latency and throughput. In addition, other characteristics of backhaul, such as the packet loss rate (if not congested) and in-sequence delivery probability between MeNB and SeNB, are also discussed in RAN2. It is critical to clarify:
Issue 2: Whether or not these characteristics of the backhaul are referred to the whole path between a SeNB and a node, such as another SeNB, or a MeNB, or MME/S-GW? 
2.3. Backhaul category for logical interfaces
As discussed above, the SeNB backhaul traffic consists of traffic over difference logical interfaces. For example, the backhaul traffic of the SeNB as illustrated in Fig.1 includes: 1) the traffic of X2 interface (both CP and UP) with other SeNBs (e.g. SeNB1 and SeNB2 in Fig. 1); 2) the traffic of X2/Xn interface (both CP and UP) with MeNBs (e.g. MeNB1 and MeNB2 in Fig. 1); and 3) the traffic of S1 interface (both S1-C and S1-U) with CN nodes (e.g. MME1/MME2 and S-GW1/S-GW2 in Fig. 1). Regarding the backhaul for both S1 and X2 interfaces, there have been two different views from operators based on the discussion during last RAN2 meeting [2]

 REF _Ref362510842 \r \h 
[7]:
· View 1: backhaul implemented for S1 and X2 belong to the same backhaul category 
· View 2: backhaul implemented for S1 and X2 belong to different backhaul categories
Also taking into account that C-Plane and U-Plane could use different backhaul technologies, it needs further clarification that 
Issue 3: Whether or not the backhaul implemented for different logical interfaces of a SeNB (e.g., S1-C, S1-U, X2-C, X2-U, Xn-C and Xn-U) belong to different backhaul categories? 

2.4. Capacity sharing among paths 
As shown in Fig. 3, there are three models how the backhaul capacity of a SeNB may be shared by traffic over difference logical interfaces between the SeNB and another node (e.g. Node 1, Node 2 and Node 3 in the figure).
· Model1 (sharing with same backhaul category): the two paths between SeNB and Node1/Node2 belong to the same backhaul category with same capacity (e.g. bandwidth of 10MHz). In this model, the load over both paths can only occupy up to 10MHz bandwidth, i.e. the high load over one path restricts the load on the other path.
· Model2 (sharing with different backhaul categories): the two paths between SeNB and Node1/Node2 belong to different backhaul categories with different capacities (e.g. one with the bandwidth of 10MHz and another 5MHz). Similar to Model1, the load over both paths can only occupy up to 10MHz bandwidth. However, in this model the high load over the path with large bandwidth has big impact on the path with small bandwidth. 
· Model3 (no sharing): the path between a SeNB and each node is independent to each other regardless of the backhaul category. In this model, the load over one path has no impact to other paths. 
Issue 4: Which capacity sharing model should be assumed for a SeNB backhaul shared by different logical interfaces?
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Fig. 3 Capacity sharing models 
3. Conclusions

In this paper, we list several fundamental issues for RAN3’s clarification in order to well understand the small cell backhaul issues. It is proposed that:

Proposal: RAN3 kindly clarifies the following issues on the backhaul:

Issue 1:
How to correctly interpret each backhaul category listed in TR36.932?
Issue 2:
Whether or not these characteristics of the backhaul are referred to the whole path between a SeNB and a node, such as another SeNB, or a MeNB, or MME/S-GW?
Issue 3:
Whether or not the backhaul implemented for different logical interfaces of a SeNB (e.g., S1-C, S1-U, X2-C, X2-U, Xn-C and Xn-U) belong to different backhaul categories?
Issue 4:
Which capacity sharing model should be assumed for a SeNB backhaul shared by different logical interfaces?
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Table 6.1-1: Categorization of non-ideal backhaul


Backhaul Technology�
Latency (One way)�
Throughput�
Priority (1 is the highest)�
�
Fiber Access 1�
10-30ms �
10M-10Gbps�
1�
�
Fiber Access 2�
5-10ms�
100-1000Mbps�
2�
�
Fiber Access 3�
2-5ms�
50M-10Gbps�
1�
�
DSL Access�
15-60ms�
10-100 Mbps�
1�
�
Cable �
25-35ms�
10-100 Mbps�
2�
�
Wireless Backhaul�
5-35ms �
10Mbps – 100Mbps typical, maybe up to Gbps range�
1�
�
Table 6.1-2: Categorization of ideal backhaul


Backhaul Technology�
Latency (One way)�
Throughput�
Priority (1 is the highest)�
�
Fiber Access 4 (NOTE 1)�
less than 2.5 us (NOTE2)�
Up to 10Gbps�
1�
�
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