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1. Background
In the last RAN3 meeting, the idea of enhancing MLB mechanism by exchanging per QoS radio resource usage information between neighboring eNBs was preliminarily discussed [1]. Some concerns were raised related to the benefit and the feasibility of the proposed MLB enhancement mechanism. In this contribution, we address these concerns and provide the text proposals to be included in the TR [2].
2. Discussion
2.1. Problem of the existing MLB mechanism
Currently neighboring eNBs exchange load information with each other for MLB purposes. However, the load information exchanged is very rough. For example, the radio resource load of all the NGBR services in a cell is informed to neighboring eNBs in whole, no matter how big difference the QoS requirements of these NGBR services are. The current mechanism can work well only in case the overload eNB can find a neighbor cell with light load to offload. 
In the rush hour, it is difficult for an overloaded eNB to find a neighbor cell with light load. The current MLB mechanism cannot handle this case effectively. The problem is illustrated in the following figure.
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Figure 1: overloaded scenario
In Figure1, the eNB1 is overloaded and intends to offload some UEs to its neighbors, i.e. eNB2 and eNB3. Unfortunately, both eNB2 and eNB3 are with heavy load of NGBR services, e.g. about 80% of the PRBs is occupied. According to the current MLB mechanism, the eNB1 cannot decide which eNB is better for offloading traffic to.

Some extra information may be helpful for eNB1’s offloading target selection. Generally speaking, the traffic offloading should avoid causing great impact on the experiences of user connecting to the target cell. If the eNB2 and eNB3 inform the eNB1 about the detail radio resource usage of each ongoing service in advance, eNB1 can take a more proper offloading action. For example, the eNB1 is informed about the load information per QoS class of the eNB2 and eNB3, it finds that most of resource is assigned to high  priority services (e.g. online video) in eNB3 and most of the resource is assigned to low priority services (e.g. background services) in eNB2. Considering these information, eNB1 can first release the services with lower priority than background services and offload services with higher priority than background services to the eNB2. If the eNB1 is still overloaded, it can further offload services with higher priority than online video to the eNB3. In this way, the eNB1 can ensure its traffic offloading action is effective from the whole system performance perspective. 
Observation1：It is helpful for an overloaded eNB to select proper UEs based on their QoS to offload if the information of resource usage per QoS class in neighboring cell is available.
Take the above into account, we propose;

Proposal1: RAN3 is asked to enhance the current MLB mechanism with the exchange of resource usage per QoS class.
2.2. Solution
To exchange resource usage per QoS class on the X2 interface, the existing Radio Resource Status IE can be extended to deliver the PRB usage of each QCI. Currently, QCI is defined to indicate the QoS classes of services. There are 256 QCI values available and most of them are not standardized. Operators can decide how to associate these QCI values and the services according to their own operating policies. For example, two services can be classified into different QCIs if the operator wants the services are treated differently in MLB procedure. For the mapping between the services and QCI values are configurable, the format of the load information communicated on the X2 interface does not need to be extended for the potential emergence of new services. This means the method is future proof.
Observation2: To exchange resource usage per QoS class over the X2 interface, the existing Radio Resource Status IE can be extended to deliver the PRB usage of each QCI. And this method is future proof.
Some concerns may rise about the signal overhead of communicating the PRB usage of each QCI over X2 interface. In our view, the overhead can be reduced by grouping QCIs which can be treated similarly in MLB procedure. For example, two types of bearers (e.g. one for background download services and the other for email services) may be associated with different QCI values to indicate they have different scheduling priority. But these bearers are considered to be treated in the same way in MLB procedure. Then the load information of these bearers can be counted together and transferred over X2 interface as the load information of one QCI group. To further reduce the signal overhead, the load information of each QCI group transfer can be activated only when the detailed load information is necessary, such as the load of eNBs are higher than a pre-configured threshold. 
Observation3: The signal overhead can be reduced by communicate the PRB usage of QCI groups and activate the detail load information transfer when necessary.
Proposal2: To exchange the PRB usage of each QCI or each QCI group by extending the existing Radio Resource Status IE.
3. Proposal
In this paper, we illustrated that the MLB performance can be improved if the PRB usage per QoS class is exchanged and propose: 
Proposal1: RAN3 is asked to enhance the current MLB mechanism with the exchange of resource usage per QoS class.
Proposal2: To exchange the PRB usage of each QCI or each QCI group by extending the existing Radio Resource Status IE.
Proposal3: RAN3 to agree to include the proposed text in the annex into the TR.
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Annex– Text proposal

//--------------------------------------------Start of the text proposal-----------------------------------------------------------//
4.1.x Scenario x- MLB in high load area
Problem description:
In the rush hours, it may happen that an overloaded eNB finds no neighboring cells with light load. With the current MLB mechanism, the overloaded eNB has no enough information to decide which action is better from the whole system perspective, whether it should select a neighboring cell for offloading or just release bearers with low priority in the overloaded cell. Furthermore, the overloaded eNB also can’t decide which neighbor cells and which bearers should be selected for offloading. 

Solutions
With exchange of detailed load information, such as resource usage of per QCI(or per QCI group), over the X2 interface, the overloaded eNB pre-evaluates the possible impact on the services of a neighboring cell if the neighboring cell is selected as the target for offloading. Then the overloaded eNB can decide whether it should offload its traffic and how to offload. 
//--------------------------------------------End of the text proposal-----------------------------------------------------------//
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