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1 Introduction

RAN3 started discussion on SIPTO@LN at meeting #79bis. We will summarize the SA2 conclusions and discuss how to introduce the stand-alone L-GW case in our specifications. We will mainly concentrate on the LTE case, but the same considerations also apply to UMTS.
2 Discussion
2.1 Architecture
The stand-alone GW includes the S-GW and the L-GW. According to [1], the PDN GW selection function in the core network selects the most appropriate GW using the APN and the Local Home Network ID (LHN ID) during the DNS query as specified in [2]. The adopted architecture as described in [4] is shown in Figure 1 and Figure 2 below.
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Figure 1 Architecture for the SIPTO@LN stand-alone case (LTE case).

[image: image2]Figure 2 Architecture for the SIPTO@LN stand-alone case (UMTS).

The SIPTO@LN architecture agreed by SA2 reuses most of the “SIPTO above RAN” architecture principles, interfaces and procedures.

If the UE has initially an established PDN connection in the operator's network, the core network SGW is relocated to the local SGW when the SIPTO@LN is added.
2.2 Stand-Alone L-GW Selection

In order for the core network to select the appropriate stand-alone L-GW, it has to take into account several parameters such as e.g. the APN requested by the UE, the LHN ID, L-GW load balancing, L-GW failure cases, etc. According to the architecture principles, an L-GW in a given Local Home Network (LHN) cannot serve a RAN node in another LHN. Hence, the RAN node needs to provide the Core Network with a LHN ID in order to prevent the selection of an L-GW outside the LHN. Thanks to the LHN ID, the MME/SGSN should be able to determine the DNS server that serves the L-GWs of that LHN (either directly or through a proxy DNS). The introduction of the LHN ID is not expected to impact existing MME/SGSN functions related to selection, pool support and load-balancing. [2]
2.3 Signaling the LHN ID in LTE
The LHN ID needs to be signaled to the MME by the (H)eNB in every INITIAL UE MESSAGE and every UPLINK NAS TRANSPORT control message. [1]

 REF _Ref352916452 \r \h 
 This information is used by the MME to determine if the UE has left its current local network and if S-GW relocation is needed.
It is therefore needed to add the LHN ID to the INITIAL UE MESSAGE and UPLINK NAS TRANSPORT messages in [3].

Proposal 1: In order to support SIPTO@LN with stand-alone GW, the LHN ID needs to be added to the S1AP INITIAL UE MESSAGE and UPLINK NAS TRANSPORT messages. The same concept can also be applied to UMTS.
3 Conclusions and Proposal
We have offered a brief summary of the architecture agreed by SA2 and a discussion on how to signal the LHN ID in order to support SIPTO@LN.
Proposal 1: In order to support SIPTO@LN with stand-alone GW, the LHN ID needs to be added to the S1AP INITIAL UE MESSAGE and UPLINK NAS TRANSPORT messages. The same concept can also be applied to UMTS.
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Note. 1.  S-GW after relocation from local to macro network





Interfaces after relocation from LN to macro network








