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1
Introduction

During RAN3#79 meeting, RAN received an LS R3-130347 from SA1, in which SA1 requested the following information from RAN3:
SA1 asks RAN3 to provide information on the scope and status of resilience and restoration work relating to network node failures and loss of connectivity to any nodes under their responsibility
2
Discussion
Vodafone submitted a table for discussion identifying possible node failures of relevance to RAN3 and also interface failures that may impact the ability to maintain network availability for Public Safety Communication Users (See Appendix). In Vodafone’s view, the reply LS to SA1 should not only refer to features specified for network or interface resilience such as SCTP multi-homing and S1 flex, but also highlight how features specified not specifically for network resilience/node restoration may help in maintaining network availability in conditions of node failures and loss of interface connectivity.

Ericsson’s view:

The LS mentions "baselining", so it asks us to focus on what is available today. Currently, the two relevant "building blocks" under RAN3 responsibility are 1) the fact that we use SCTP as transport for all our protocols, and 2) our support for S1-flex. 1) makes all our protocols robust to loss of connectivity thanks to SCTP multi-homing (redundancy in the transport layer). 2) protects against MME and S-GW failures by enabling connection to a pool of MMEs and S-GWs (EPC node redundancy).

All other failure modes in your draft, list actions by the node itself as possible countermeasures (e.g. redirecting UEs to other eNBs, new SON solutions, etc.). These fall into the category of internal node behavior, and as such, they are currently not specified in our standards (and should not be, unless a new WI should give us mandate to do so). For this reason, all additional failure modes are out of scope and should not be mentioned in our answer to SA1.
NSN View:

Since SA1 has requested only the current “scope and status of resilience and restoration work" within RAN3 standards, perhaps a shorter and more focused reply LS covering e.g.:

- SCTP multi-homing;

- S1-flex;

- other functionality (if any) that was introduced for network resilience against failures;

would be sufficient to address SA1’s request and enable SA1 to continue their work.
NSN also had detailed comments on specific text provided by Vodafone (see Appendix)

NEC
NEC commented on a specific point raised by Vodafone on the fact that failure of an MME does not necessarily mean the user plane connectivity to the S-GW needs to stop also. NEC pointed out the following:

If we look at the 36.300 chapter 19.2, it is described that:

" If the S1 signalling transport layer notifies the S1AP layer that the signalling connection broke:

-
the MME locally changes the state of the UEs which used this

signalling connection to the ECM-IDLE state as described in TS 23.401 [17];

-
the eNB releases the RRC connection with those UEs. "

Since the eNB release the RRC connection, this would mean there is also no user plane anymore therefore it would be not wise for the eNB to keep the user plane connection.

Vodafone highlighted that this is a good example of a specification restriction that might actually be counterproductive in making the system resilient to failure of a specific node and we should highlight this kind of information to SA1:
The loss of connectivity to MME does not directly impact user plane connectivity to the S-GW/P-GW. However, according to section 19.2 of TS 36.300, it is specified that eNB has to release the RRC connection of affected UEs which will result in loss of user plane connectivity.
Ericsson’s view on this issue:

“NEC raises a good point. Which I think we should put in perspective: of course good implementations will add features to maximize network resilience, but we should still base our reply on standardized features. Which, by the way, are not limited to the two main building blocks I already mentioned. For example, all the effort spent since Rel-8 on self-configuration, SON etc., does help the system to come up again after a node failure in a self-managed and quick way, so features like S1/X2 Setup, neighbour discovery, etc., contribute to resilience as well.
I do understand Vodafone's concerns. But it looks really strange to talk about "implementations" in a reply LS from a standards body to another standards body. We should not recommend implementations. Given that resilience requirements have not yet been discussed in SA1 (nor is it sure if they will be at all, according to their LS), that would put us on even shakier ground.”
3 Conclusion

Two companies (Ericsson and NSN) think that the reply LS to SA1 should only refer to features specified for network resilience. Identified features in this discussion are:
1) SCTP- Multi-homing (redundancy in the transport layer) which makes our protocols resilient to loss of interface connectivity.

2) S1-Flex which protects against MME and S-GW failures by enabling connection to a pool of MMEs and S-GWs (EPC node redundancy).

Proposal 1: Reply LS to SA1 should at least include mention of SCTP multi-homing and S1-flex and how they improve network resilience.

Vodafone also proposes that the LS should mention the following:

3) RAN3 have specified SON features from LTE Release 8 which can help the system to recover from failure in an automated manner even though the mechanisms are not expected to provide recovery in real time.
4) The loss of connectivity to MME does not have to impact user plane connectivity to the S-GW/P-GW. However, according to section 19.2 of TS 36.300, it is specified that eNB has to release the RRC connection of affected UEs which will result in loss of user plane connectivity.

Proposal 2: Consider inclusion of statements 3) and 4) in the reply LS to SA1
RAN3 is kindly requested to consider the proposals in this document as input to the reply LS to SA1.
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Appendix

	Type of failure
	RAN System Resilience against Failure

	eNB Related
	

	eNB node failure
	No standardised mechanisms for maintaining ongoing call. However, RAN may be able to help UE connect via an alternative eNB in the RAN using the following tools:

Before connection establishment

As long as cells supported by eNB are removed (e.g. eNB stops transmitting), UE may be able to find alternative coverage from a cell of a neighbouring eNB or cell of another RAT. Mobile originated and terminating calls will be successful as long as UE can find an alternative cell to amp on. 

[NSN]: I guess this is essentially saying that a failed cell does not necessarily create a coverage hole... true, but this is more about network deployment than "resilience and restoration" of eNBs.

[Vodafone] Ok. This was looking at it from a RAN design perspective but perhaps RAN3 is not the right group to comment on this…
Note: SON solutions may be used to fill coverage gaps left by failed eNB with transmitters ‘switched off’.

[NSN]  Is this SON MRO?  It is not clear what SON functionality is being referred to here, and whether such functionality was designed to quickly compensate for sudden eNB failure.
[Vodafone]: We were thinking more of cell outage compensation techniques.  Perhaps we could mention that existing SON solutions cannot quickly compensate for coverage gaps created by failed eNBs

After connection establishment

eNB may be able to redirect UE to alternative coverage, depending on the nature of the failure.

[NSN]: Release w/ redirection was designed for congestion control, so it is unclear whether it is applicable to complete eNB failure (maybe only in special cases?)

[Vodafone] : If the eNB fails completely it will not be possible to redirect. This is why we mentioned ‘depending on the nature of the failure’

Mobile terminating call

Since MME sends paging to all eNBs in the Tracking area (or tracking area list), mobile terminating call will succeed as long as UE has managed to camp on a neighbouring cell served by another eNB of the same tracking area or in the tracking area list of the UE.



	eNB loss of connectivity to MME 
	-Transport layer redundancy using SCTP multi-homing can improve reliability of eNB/MME signalling transport layer.

-Failure of the eNB connectivity to MME does not mean that the user plane connection with the SGW/PGW will automatically get released. However, inter eNB handovers (path switch requests) will not succeed and so, at inter eNB mobility, the UE would need to be released and possibly redirected to a cell of a different eNB which still has connectivity to the MME (if available).

	eNB loss of Connectivity to S-GW/ S-GW Failure


	-eNB may be connected to a S-GW pool (S1- Flex).
- eNB may be able to request a path switch to another S-GW in the pool using S1-AP ‘Path Switch Procedure’. 

	eNB loss of connectivity to neighbour eNB (X2 failure)
	-Transport layer redundancy using SCTP multi-homing can improve reliability of X2 signalling transport layer.

-RESET procedure is specified for eNB to reset the X2 interface

- Ongoing call should be unaffected as long as handover towards the target eNB for which the X2 interface failure occurs is not required. 

-eNB may use S1 interface procedures to handover UE to a target eNB with failed X2 interface (as long as target eNB is operational). 

-If handover towards target eNB is not possible, eNB may initiate procedures to handover UE to another cell on EUTRA (belonging to another eNB) or to a cell of another RAT.

	MME Related
	

	MME Node failure
	-S1-flex functionality allows eNB to connect to an MME pool. 

In case of UE registered MME failure, eNB may be able to redirect UE associated signalling to another MME in the pool. Even though the new MME might initially reject the S1 signalling, mobile will subsequently be able to register with the new MME using an attach procedure. However, this is likely to be a time consuming procedure. 

- MME can send a RESET message to eNB to indicate failure and resetting of UE associated S1 logical connections. 

-Failure of the MME does not mean that the user plane connection with the SGW/PGW will automatically get released. However, inter eNB handovers (path switch requests) will not succeed and so, at inter eNB mobility, the UE would need to be released with an RRC release command.

	MCE related (for eMBMS)
	

	MCE Node failure
	Single point of failure?

	Loss of connectivity to MCE (M2)
	Transport layer redundancy using SCTP multi-homing can improve reliability of eNB/MCE signalling transport layer.

	Loss of connectivity from MCE  to MME (M3)
	Transport layer redundancy using SCTP multi-homing can improve reliability of MCE/MME signalling transport layer.

	Loss of connectivity to MBMS GW (M1)
	

	MBMS GW failure
	Single point of failure?

	Relay Node Related
	

	RN Node failure
	-RN can be single point of failure. 



	Loss of connectivity to DeNB
	-RN can use UE procedures to recover the connection to DeNB or find an alternative DeNB for connectivity. However, no S1-flex support.
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