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1   Introduction 
This document is in response to R3-130649 “MBMS Recovery mechanism CT4 WI – Overview of RAN3 impacts”. This contribution first analyze the impact to RAN3 regarding MBMS recovery.

2   Detailed analysis
2.1   Scope
CT4 has agreed a new Rel-12 work item on eMBMS restoration procedures. RAN3 need to update the related specification to support the eMBMS restoration. Before RAN3 start the actual work, RAN3 need to clarify the scope.

· As discussed in LS from CT4 ([1]), the proposed MBMS Recovery mechanism is for Rel-12, so there is no need to consider Rel-11. 
· The CT4 LS states CT4 will not consider the case of an M2 path failure as this is an intra-RAN interface and so let RAN3 decide whether they wish to consider this scenario (if not already done). RAN3 need to decide whether similar MBMS restoration mechanism is needed within RAN. As described in R3-130649 ([3]), the failure of a MCE/M3 in the distributed MBMS architecture could cause a coverage hole in the MBSFN area, thus translate into a degradation of service for the users under that eNB despite the MBSFN gain from neighbouring eNBs which cannot fully compensate. We need to note this issue also exists when an eNB reset or M2 path failed. In case eNB reset or M2 path failure, the affected eNB will not contribute to the MBSFN transmission. If RAN3 confirm the coverage hole issue in case of MCE/M3 path failure, RAN3 also need to consider the recovery mechanism for eNB/M2 path failure. 
Proposal 1: RAN3 need to clarify the MBMS recovery is only for Rel-12. If the issue for MCE/M3 path failure is confirmed, RAN3 also need to consider the eNB/M2 path failure. 
2.2   Restoration after MCE/M3 path failure
· MCCH issue

According to R3-130649 ([3]) and TS23.007 ([2]), in case of MCE/M3 path failure, MME re-initiate Session Start procedure for ongoing services. When there are multiple ongoing MBMS sessions, the MCE may receive the Session Start Req messages for ongoing services in different Modification Periods. For example, MCE2 may receive Session Start Request messages for Session #1 and #2 in Modification Period #100, and Session Start Request messages for Session #3 and Session #4 in Modification Period #101. If Absolute timing information, i.e. Time of MBMS Data Transfer IE is included in the MBMS Session Start Req msg, the MCE may realize the related MBMS sessions have already started, and immediately initiate the MCCH update. In above example, the MCE2/eNB2 transmit MCCH for Session #1 and #2 in Modification Period #102, which is different to other MCEs belonging to the same MBSFN area. This will cause interference to MBSFN. So the recovery shall ensure all re-initiated MBMS sessions start in the same modification period. 
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 Figure 1 – Unsynchronized MCCH
Note: this issue also exists in case of Sm path failure. For example, MME connect to MCEs belonging to two MBSFN areas. 

· 9:00: MME1 starts MBMS session #1, #2, #3 in both MBSFN areas. Due to lack of resource, #3 is rejected in MBSFN area 1, but it is successful in MBSFN area 2. MBMS-GW considers all MBMS sessions are active.
· 9:10: Session #2 is stopped. It is now session #1 in MBSFN area 1, and session #1&#3 in MBSFN area 2.
· 9:20: MME1 failed. MBMS-GW select MME2, and re-initiates Session Start procedure for Session #1 & #3. MME2 initiates Session Start procedure towards all MCEs. The MCEs in the MBSFN area 1 may receive Session Start Req for session #3 in different modification periods, thus may cause un-synchronized MCCH. 
Proposal 2: the recovery shall ensure all re-initiated MBMS sessions start in the same modification period. 

· Order of MBMS sessions

In current MBMS architecture, the MME do not know when a MBMS session is pre-empted. When the MME re-initiate the session start for ongoing sessions, it may cause the MCE transmit different MBMS sessions. Here is an example:
· 9:00 Start MBMS Session #1, #3, #4 (with same priority). MCEs accepted all sessions.
· 9:10 Start MBMS Session #2 with higher priority. There is no available resource. Let’s assume all MCEs use same logic to decide the MBMS session to be pre-empted, e.g. the session with the smallest service ID. In this case, Session #1 is pre-empted. All MCEs transmit MBMS session #2, #3, and #4, but MME does not know Session #1 is pre-empted. MME considers all MBMS sessions are active.
· 9:20 MCE2 failure. MME re-initiates session start for session #1, #2, #3, and #4. Session #4 is rejected due to no resource. MCE2 now transmit MBMS session #1, #2 and #3, which is different than other MCEs. 
Proposal 3: the recovery shall ensure the affected MCE have the same list of MBMS sessions as other non-affected MCEs. 

2.3   Restoration after MME/Sm failure

· Impact to MCE

TS23.007 describes:
When sending an MBMS Session Start Request sent to an alternative MME, the contents of the request shall be identical to the contents of the original MBMS Session Start Request message (or to the contents of the last MBMS Session Update Request message sent by the MBMS GW if the original parameters were updated). 

The MCE should accept an MBMS Session Start Request received for an on-going MBMS session (i.e. with the same MBMS session attributes) from a different MME than the MME that created first the MBMS session.
There is no guarantee that MCE accept the last MBMS Session Update procedure, or MBMS Session Start procedure. There may be unsuccessful operation for MBMS Session Start/Update procedure. The old MME knows whether the MCE accepted them, but not the new MME. According to TS23.246 (copied as below), the MBMS-GW do not know the result of previous Session Start/Update procedure in all MCEs. 
8.3.2 MBMS Session Start Procedure for E-UTRAN and UTRAN for EPS 

…

The MME may return an MBMS Session Start Response to the MBMS-GW as soon as the session request is accepted by one E-UTRAN node. 

… 

8.8.4 BM-SC initiated Session Update for EPS with E-UTRAN and UTRAN
…

The MME may return a response to the MBMS-GW as soon as the session update request is accepted by one E-UTRAN node.

…
So if the MBMS session have multiple service areas, it is possible that the Session Start or Session update procedure is failed in some MCEs, unless the session start/update only affects one MBSFN area. So it is incorrect to “strongly recommend” the MCE accept the Session Start Request. RAN3 need to further analyze the agreed CT4 CRs.
· Release the M3 interface towards the old MME
Contribution R3-130649 describe the procedure from the MCE to free the M3 previous interface instance towards the old MME. It proposes a new indication (information element) in the Reset message used in this particular case of Reset whereby the MCE signals to the MME a takeover action. But from our analysis, this enhancement is not needed. 
When the MCE receive the Session Start Req message for an ongoing MBMS session (with the same attributes) from another MME2 that is not its current serving MME1, it will update the MBMS context to use the new M3 interface. The old M3AP IDs are removed. There is no need to send the Reset message to the old MME. If the old MME is reset, the Reset message from the MCE is useless since the MME do not have the old M3AP IDs. If it is the Sm path failure, the old MME can detect the Sm path failure, and initiate a local release. Please note the local release has been adopted by CT4 when detects a link failure, for example, when MME detects M3AP path failure.  In any case, there is no need to introduce a new indication and MCE send the Reset message to the old MME.
Proposal 4: In case of MBMS-GW select a new MME, the old MME can locally remove the MBMS context.
3   Conclusion and Proposals
This contribution analyzed the proposals in R3-130649. Our proposals are:
Proposal 1: RAN3 need to clarify the MBMS recovery is only for Rel-12. If the issue for MCE/M3 path failure is confirmed, RAN3 also need to consider the eNB/M2 path failure. 
Proposal 2: the recovery shall ensure all re-initiated MBMS sessions start in the same modification period. 

Proposal 3: the recovery shall ensure the affected MCE have the same list of MBMS sessions as other non-affected MCEs. 

Proposal 4: In case of MBMS-GW select a new MME, the old MME can locally remove the MBMS context.
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