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1 Introduction

After laying out the general principles in the previous meetings, RAN3 has identified 7 solutions for the X2-GW architecture [1]. The next step is the compilation of a comparison table and the start of the down-selection process.
In this document we propose a set of criteria for comparison and down-selection, and we propose a way forward.

2 Analyzing the Identified Solutions
These are the solutions identified by RAN3 for further analysis:
1. G1A: RNL ID + registration with X2 setup request + X2GW(s) IP address in eNB by configuration;
2. G1B: RNL ID + registration with X2 setup request + X2GW(s) IP address in eNB by TNL discovery;
3. G1C: RNL ID + registration with new message + X2GW(s) IP address in eNB by configuration;
4. G1D: RNL ID + registration with new message + X2GW(s) IP address in eNB by TNL discovery;
5. G2A: target node IP address + TNL address discovery + X2GW(s) IP address in eNB by configuration;
6. G2B: target node IP address + TNL address discovery + X2GW(s) IP address learned by IPsec field of TNL discovery;
7. G2C: target node IP address + TNL address discovery + X2GW(s) IP address learned by new field added to TNL discover.
In all cases, it is assumed that the HeNB is configured with the IP address of its X2-GW, according to the principles already agreed [2].

These solutions result from the grouping of several options along 2 dimensions: one for X2 setup message routing (G1/G2), and the other for X2-GW IP address discovery by the eNB (A-D). In order to compare the various options, we propose some criteria to look into each dimension.
2.1 X2 Setup Message Routing
In G1x solutions, when a new neighbor is found, the source (H)eNB sends an X2 SETUP REQUEST including the RNL ID of the neighbor. In case of end-to-end X2, that message is routed by the X2-GW to the other X2 peer based on this RNL ID and according to a RNL ID / IP address mapping database, maintained by the X2-GW itself. In case of hop-by-hop X2, the destination of the subsequent eNB CONFIGURATION UPDATE toward the other X2 peer is determined according to the same principle. In order to set up and maintain this database, all (H)eNBs must register with the X2-GW as soon as they power on, using either the existing X2 SETUP REQUEST message or a new message. A further option to be considered is whether source and target have “direct / via X2-GW / no X2” information e.g. through OAM or through an enhanced TNL address discovery procedure.
In G2x solutions, when a new neighbor is found, the source (H)eNB sends an X2 SETUP REQUEST including the IP address of the neighbor (which it has discovered using the existing TNL address discovery procedure). That message is then routed by the X2-GW to the other X2 peer based on this IP address.
2.2 X2-GW IP Address Discovery
There are 3 different ways of making the eNB aware of the X2-GW IP address. This address could be either pre-configured in each eNB, similarly to what happens for each HeNB (solutions G1A/C and G2A), or received through appropriate signaling (solutions G1B/D and G2B/C).

In case it is received through signaling, the obvious candidate for this is an appropriate use of the existing TNL address discovery procedure (eNB/MME CONFIGURATION TRANSFER messages over S1AP). In particular, the HeNB could either insert the IP address of its X2-GW instead of its own in the existing IE (solutions G1B/D), or add it into the existing IP-sec Transport Layer Address IE as proposed in [3] (solution G2B), or add it in a new dedicated IE (solution G2C).
2.3 Overall Comparison

Some preliminary considerations on the various options were already presented in [4]; we will now revisit them according to the agreed alternatives. Our observations are summarized in Table 1.
2.3.1 Impact on X2 SETUP

Both G1x and G2x solutions require sending a new IE in the X2 SETUP message, containing either the RNL ID (solutions G1x) or the IP addresses (solutions G2x) of the target. In this respect their impact is equivalent, as already mentioned in [4].
Observation 1: All solutions have an equivalent impact on the X2 SETUP message.
2.3.2 X2-GW Complexity and Scalability

G1x solutions require the X2-GW to populate and maintain a database to map RNL IDs to IP addresses, while G2x solutions require the X2-GW to route messages according to the given IP address
.
The size of the database grows with the number of connected (H)eNBs: this in itself will set a limit to the number of neighbors that can be connected. On the other hand, the performance of the routing functionality for G2x solutions depends on the number of requests received in a given time interval, rather than on the number of connected nodes. G2x solutions, therefore, will presumably be limited by the traffic rather than by the number of neighbors. For this reason G2x solutions seem generally more scalable than G1x solutions.
Observation 2: The limiting factor is the number of X2-connected nodes for G1x solutions and the traffic for G2x solutions; for this reason, G2x solutions seem to be more scalable.
Due to the termination of IPsec in the X2-GW, the complexity of the X2-GW in solution G2B is slightly higher than in the other G2x solutions, but in any case lower than in the G1x solutions.
2.3.3 Issues with “Always-On” X2

Maintaining an RNL ID-IP database in the X2-GW (G1x solutions) requires all interested (H)eNBs to register with the X2-GW at power-on. X2, however, is never assumed to be “always-on” but rather “on demand” (unlike S1), so this is quite a radical departure from the current X2 interface model. Requiring all (H)eNBs in the same neighborhood to keep several X2 instances open all the time, could even contradict the goal of introducing an X2-GW.

Observation 3: “Always-on” X2 should be avoided.

Using a dedicated “X2 registration” message for this purpose (solutions G1C/D) can partially mitigate this issue, but at the cost of defining an additional X2AP message. But also in this case, power-on registration will impact eNBs and HeNBs: according to current agreements [5], such impact shall be minimized.
Observation 4: Power-on X2 registration impacts (H)eNBs and may contradict current agreements to minimize the impact on eNBs.

An additional issue with power-on X2 setup/registration is the foreseeable burst in X2 registration when several nodes are switched on simultaneously in the same neighborhood. Until now, such a problem was felt only for the S1 interface, and X2 was considered immune to this precisely due to its “on demand” nature. With G1x solutions there will be X2 registration requests at the same time as S1 setup requests from the same set of nodes, resulting in roughly twice the amount of signaling at power-on compared to G2x solutions. Since in most cases S1 and X2 are transported over the same backhaul link, this will heavily impact transport network performance at power-on.
Observation 5: Power-on X2 setup/registration (G1x solutions) will result in signaling bursts over the transport network due to the simultaneous S1 setup requests from the very same nodes; transport network performance will be heavily impacted.

Proposal 1: Solutions involving “always-on” X2 should be avoided.

2.3.4 X2-GW IP Address Preconfiguration

Solutions that do not require preconfiguration on the eNB seem more appropriate for at least two reasons. First, they do not involve (re-)configuring eNBs already deployed when inserting a new X2-GW, thus saving a considerable effort to the operator. Second, they enable connecting an eNB to more than one X2-GWs simultaneously without additional configuration effort. This additional flexibility comes almost “for free” if TNL and X2-GW address discovery is done using existing eNB/MME CONFIGURATION TRANSFER mechanisms.

Observation 6: Existing S1AP signaling can automatically convey information about the X2-GW IP address.
Proposal 2: Solutions involving X2-GW IP address preconfiguration in eNBs should be avoided.
2.3.5 Foreseen Impact on (H)eNBs

In addition to what is mentioned in Sec. 2.3.3, there are further impacts on (H)eNBs worth observing.

In general, whenever we reuse an existing IE to convey some new information, an impact on the receiver node is very likely, because new logic might be needed to handle the new use case. For this reason, in Table 1 solutions that reuse an existing IE have a less severe impact on signaling and procedures than solutions that introduce a new IE, but the former do have an impact on the receiving node none the less.
	
	G1A
	G1B
	G1C
	G1D
	G2A
	G2B
	G2C

	X2-GW looks up target IP address and maintains database
	yes
	no

	X2-GW terminates IPsec
	no
	no
	yes
	no

	Requires “always-on” X2 to the X2-GW
	yes
	no

	Requires new X2 registration procedure toward X2-GW
	no
	yes
	no

	Requires eNB preconfiguration
	yes
	no
	yes
	no
	yes
	no
	no

	Impact on X2 SETUP message
	28 bits in new IE
	32 or 128 bits in new IE

	Impact on TNL address discovery procedure
	no
	X2-GW address in existing IE
	no
	X2-GW address in existing IE
	no
	X2-GW address in existing IPsec IE
	X2-GW address in new IE

	Impact on backhaul
	heavy
	no

	Impact on (H)eNBs
	high
	high
	low
	medium

	X2-GW foreseen complexity
	high
	low
	medium
	low

	Scalability limitations
	Number of connected nodes
	Traffic


Table 1 Comparison table for the 7 X2-GW options identified by RAN3.
3 Conclusions and Proposals
We have proposed some criteria and a comparison scheme for the seven options identified by RAN3. We suggest that these proposals should guide the downselection process:

Proposal 1: Solutions involving “always-on” X2 should be avoided.

Proposal 2: Solutions involving X2-GW IP address preconfiguration in eNBs should be avoided.
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� Another possibility, not considered in any of the current solutions, is that the originating node sends the message directly to the destination IP address and the X2-GW incorporates an IP routing function, as proposed in � REF _Ref350176983 \r \h ��[4]�. X2-GW complexity would be the same as G2x solutions but without the need for a new IE carrying the IP address.





