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1 Introduction
At the December 2012 RAN plenary meeting, it was agreed to start a study item on LTE device-to-device (D2D) proximity services RP-122009 [1]. The work item description identifies two main aspects to be addressed by RAN: proximal device discovery and direct communication between devices. RAN3’s main task in this study item can be summarized in objective 2 of [1], which is shared with RAN2. This objective states:

2) Identify and evaluate options, solutions and enhancements to the LTE RAN protocols within network coverage:
a) to enable proximal device discovery among devices under continuous network management and control, 
b) to enable direct communication connection establishment between devices under continuous network management and control,  
c) to allow service continuity to/from the macro network
In order to provide a workable solution for the support and delivery of Proximity Services (ProSe) in LTE, RAN3 must evaluate the impact to the RAN architecture, and any changes or enhancements to signaling and procedures of RAN interfaces, other than RRC. 
The requirements of Proximity Services were previously investigated as a study item in SA1. The TR 22.803 [2] summarizes their conclusions and identifies a number of use cases and potential requirements. In this paper we identify the impact of several important ProSe use cases on the RAN architecture and map their requirements into specific topics that RAN3 needs to study and resolve. 

2 Impact of Public Safety Use Cases

Note that TR 22.803 identified a number of general use cases, applicable to commercial LTE networks, and also a list of public safety use cases. There are several digital and analog land mobile radio standards used in public safety applications across the world. These include; Terrestrial Trunked Radio (TETRA), TEDS, TETRAPOL, Project 25 (P25), and NXDN, among others. It is well known that existing public safety standards are designed to provide highly reliable, mission critical communications, such as voice and short data messages. To achieve this high reliability, public safety standards support several modes of operation, such as Trunked Mode Operation (TMO), Direct Mode Operation (DMO), and hybrid operation. In addition, many features such as group communication, multi-casting of voice transmissions, and multi-site receive cooperation that are not typical for cellular networks, are common in public safety. 
As public safety is a new topic in the context of 3GPP, the requirements to support public safety applications and the impact of public safety on the overall system architecture (RAN and EPC) are not clear at this point. It is understood however, that any eventual LTE public safety solution will reuse, as much as possible, the existing architecture, interfaces and technologies of commercial LTE. Therefore, we propose that RAN3 should focus its work, at this stage, on the general ProSe use cases identified in TR 22.803  [2], for the supporting commercial ProSe applications. Once an architecture and solution for supporting public safety in LTE has been clearly defined, the D2D RAN solution should be revisited and enhanced, if appropriate. 
Conclusion 1: RAN3 should focus its work in this SI on identifying a RAN solution for commercial ProSe applications. These are defined by the general ProSe use cases of TR 22.803.
Conclusion 2: Once an architecture and solution for supporting public safety in LTE has been clearly defined, the D2D RAN solution should be revisited and enhanced, if appropriate.

3 Proximity Discovery

The TR 22.803 [2] identified a number of discovery related use cases, and their associated requirements. An analysis of these use cases and requirements reveals some key aspects of discovery that must be supported by the network. 
3.1 Idle mode vs. Connected Mode

One key issue to be resolved for proximity discovery is whether the scope of proximity discovery applies to idle UEs or if it should be restricted only to connected mode UEs. Since the power consumed by a UE in connected mode is typically an order of magnitude greater than that of idle mode, DRX parameters are optimized so as to maximize the percentage of time a UE spends in idle mode. Thus, at any given moment of time, one would expect the majority of UEs in the network to be idle. Therefore, restricting discovery to connected UEs would mean that usage of air interface resources for discovery could be limited, and any impact of additional signaling or interference could be minimized. 
On the other hand, such a restriction to connected UEs only, would severely limit the utility of proximity discovery for the support of new and innovative applications and services. Indeed, the description of 5.1.1 - Restricted ProSe Discovery Use Case [2] provides an example of a social networking application that is proximity aware. In this use case, the detection of the proximity of one device by a corresponding friend’s device may trigger an application running on the discovering device to take some action (e.g. alerting the device’s user to the proximity of his/her friend). Alternatively, if the friend’s device is no longer in proximity, this may trigger some other action from the application. Therefore, if idle UEs do not support proximity discovery, there is a very high probability that these two devices would not discover each other, and hence the Restricted ProSe Discovery Use Case would not be effective for most UEs. This would severely limit the commercial value of ProSe discovery.
Observation 1: Proximity discovery should be supported by both idle and connected mode UEs. Idle UEs should be both discoverable and be capable of discovering other UEs.

3.2 Discovery Identity

Clearly if a particular device is to be unambiguously identified during proximity discovery, an appropriate identifier should be associated with this UE. For the purposes of discovery, an existing identifier (such as IMSI, TMSI, IMEI, etc.) may be used. Alternatively, a new ProSe specific identifier may be created. This ProSe identifier may be statically assigned to the subscriber (or device), similar to an IMSI (or IMEI), or might be dynamically assigned similar to a TMSI.
There are several aspects to be considered in selecting an appropriate discovery identifier. First, ProSe discovery must respect the privacy of the subscribers [2–P.R.85] and must ensure that UE/subscriber identifiers are not disclosed to unauthorized parties when ProSe discovery and communication is used [2–P.R.120]. This leads to the conclusion that in many discovery use cases, a static ProSe identifier would not be appropriate. Thus we may conclude that the ProSe identifier should be assigned to the UE by the network, and this identifier must not be disclosed to unauthorized parties.
In some use cases, a public identifier may suffice. For example, for the 5.1.2 - Open ProSe Discovery Use Case, no permission needs be granted by the discoverable device. In other words, such a device has implicitly granted the permission to be discovered by anyone. Note that assignment of the discovery identity by the network would also work in this case.

If the network is to assign the ProSe identifier, a valid question is how will this identifier by assigned (new protocol, existing protocol, etc.) and by which network entity. For example, the ProSe identifier may be assigned by a RAN node (e.g. serving eNB), or might be assigned by an EPC node (e.g. MME), or could be assigned by another node (e.g. HSS). 

The RAN in general is not aware of idle UEs. Furthermore, if the ProSe identifier is assigned by the eNB, it may need to be updated with every mobility event from one cell to another. This could result in a huge additional signaling load on the air interface. On the other hand, the MME might be a more appropriate node to assign and manage the ProSe identifier for the UE, since the MME anchors the idle UE and manages the UE context. Thus, the ProSe identifier could be assigned to the UE during the attach procedure and may be maintained by the UE’s MME. Alternatively, the ProSe identifier may be managed by the HSS, or possibly a new ProSe specific server.
Conclusion 3: RAN 3 should coordinate with SA2 and RAN2 as to the most appropriate method and network node to assign and maintain the ProSe identifier for a UE. RAN3 should study the impact of ProSe identifier to network interfaces and protocols, and update said interfaces if appropriate.
4 Proximity Communication
The TR 22.803 [2] identified three possible solutions for the routing of user plane data between two devices in ProSe communication. In the first method illustrated in Figure 1, the user plane is routed from the RAN (eNB serving the first UE) through the core network (SGW/PGW) and then back to the RAN (eNB serving the second UE). This represents the routing of user plane data supported with the current network architecture, and hence is the default user plane routing solution.


[image: image1.emf]UE

1

UE

2

eNB

eNB

SGW/PGW


Figure 1. Default data path setup in the EPS for communication between two UEs.
However, as proximity communication implies that the two UEs are in close physical proximity of one another, the default routing is not efficient, as the user plane data would be routed to the core network (CN) and then back again to the same eNB. Two alternative routing schemes were identified by SA1 to improve the efficiency in terms of air interface and network resources. Figure 2 illustrates local routing of the of the user plane without involving the CN if both proximate devices are served by the same eNB. Note that local routing is not supported by the current LTE architecture. However, local routing does not necessitate enhancements to the air interface but would definitely require enhancements to CN/RAN interfaces such as S1. 
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Figure 2. A “locally-routed” data path in the EPS for communication between two UEs when UEs are served by the same eNB.

In contrast to the previous two approaches, Figure 3 illustrates direct routing of the user plane between two devices over the air interface. Clearly the setup and support of a direct connection between UEs, for direct routing, implies significant changes to the design of the air interface, air interface procedures, and signaling. However, from the network perspective, local routing and direct routing share many of the same challenges. In what follows we discuss several of these challenges, and their implication for the network:
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Figure 3. The “direct mode” data path in the EPS for communication between two UEs.
4.1 Selection of Communication Path for User Plane

The TR 22.803 [2] defines Use Case 5.1.6 - Service Continuity between Infrastructure and E-UTRA ProSe Communication paths. According to this use case [2 – P.R.38], the system shall be capable of selecting the most appropriate communications path for the user plane, according to operator preferences. Furthermore, the selection of this communication path is influenced by a number of criteria, including:

-
System-specific conditions: backhaul link, supporting links or core node (EPC) performance;

-
Cell-specific conditions: cell loading;

-
ProSe Communication and infrastructure path conditions: communication range, channel conditions and achievable QoS;

-
Service-type conditions: APN, service discriminator.
A key aspect of the communication path selection is to optimize the utilization of air interface resources, and interference management, as the air interface resources tend to be the most expensive network resource. Furthermore, the management of air interface resources and QoS, cell loading, channel condition assessment, and interference management all fall within the context of radio resource management, and hence are the responsibility of the RAN (eNB). Thus, the selection of the communication path for the user plane should be managed by the RAN, with possible support from the CN and UEs (e.g. UE measurements).

Conclusion 4: The RAN (eNB) is the node responsible for selecting the communication path for proximity communication between two proximate UEs. This decision may be aided by information provided by the CN (such as APN and service discriminator), and from the UEs (such as communication range, channel conditions). 
4.2 Service Data Flow to Radio Bearer Mapping
In the current system architecture, QoS is defined at the level of an EPS bearer, and mapped onto the subordinate bearers (e.g. Radio Bearer). The end points for an EPS bearer are the UE and UE’s P-GW, respectively [3]. This is illustrated in Figure 4.
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Figure 4. EPS Bearer Service Architecture
The user plane data packets for a particular application form a Service Data Flow (SDF). Each SDF is bound to an EPS bearer with appropriate QoS at the respective end points (P-GW or UE). This binding is done using a packet filter that uniquely identifies which EPS bearer will carry a specific SDF. This is done through a set of flow parameters which include: source and destination IP addresses, source and destination ports, IP protocol number, Type of service (TOS), etc. The collection of packet filters for a specific EPS bearer form the Traffic Flow Template (TFT) for that bearer. Figure 5 illustrates how this mapping of SDFs to EPS bearers is achieved at the various nodes of the network [4].
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Figure 5. Mapping of SDFs to EPS/Radio Bearers
Note that as illustrated in Figure 5, the individual SDFs are transparent to all network nodes between the P-GW and UE. This included S-GW and eNB. Thus, the RAN has no visibility of the user plane at the level of the individual SDF. On the other hand, since an EPS bearer (and hence Radio bearer) multiplexes multiple SDFs with similar QoS requirements, it is very common for a data flow destined for another UE to share a common bearer with other data flows destined for other entities (e.g. internet servers). Therefore, the RAN currently has no visibility of which of the many SDFs in a single UE Radio bearer could be switched to a ProSe communication path (local or direct) in order to optimize its routing to a proximate UE. However, the decision for selecting the user plane communication path must be made at the level of the SDF, and not at the level of Radio bearer.
Observation 2: In the current system architecture, SDFs are transparent to the eNB. The RAN has no visibility of which SDF are mapped to which Radio bearers.
Conclusion 5: The eNB must select the routing of the user plane communication path at the level of SDF not radio bearer, as different SDFs of the same Radio bearer will have different destinations.
It is also worth noting that QoS of a data session should not be negatively affected by change of communication path due to ProSe communication [2 – PR.35]. This means for example, that QoS of an SDF must be maintained if its routing is changed from the default to direct communication path, or vice versa. In order to achieve this in a seamless manner, the eNB should be made aware of which SDFs comprise a particular Radio bearer for a given UE. The eNB also will need to know the QoS parameters at the SDF level. This includes both bearer level parameters (e.g. QCI), but also SDF level parameters (e.g. GBR, MBR, etc.) RAN3 should study and decide what enhancements to network interfaces and procedures are appropriate to achieve this goal.
Conclusion 6: For ProSe communication, the eNB should be aware of the mapping of individual SDFs to Radio bearers, and the QoS parameters to the granularity of the SDF. RAN3 should study and decide what enhancement to network interfaces and procedures are appropriate to achieve this goal.
4.3 Charging

In the current network architecture, the UE’s PGW is responsible for generating accounting data for the online and offline charging systems (OCS and OFCS). Clearly, it may be challenging to generate such accounting data if the user plane is not routed through the CN. For local path routing, it is conceivable that that some mechanism could be introduced such that the eNB could support the generation of accounting data. However, for direct routing, charging may be more challenging to implement. In this case, the generation of accurate accounting information may require further enhancements to the eNB, or even require assistance from the UEs. Note that charging aspects are the responsibility of SA5, and RAN has no prior expertise on charging. Hence, RAN3 should coordinate with SA5 on charging solutions for ProSe, and should consider if ProSe charging will impact RAN architecture or interfaces.
Note also that for ProSe communication both the HPLMN and VPLMN operator must be able to collect accounting data for charging [2 - PR.83]. The collected accounting should include:

-
activation/deactivation of the ProSe communication feature

-
ProSe communication initiation/termination

-
ProSe communication duration, and amount of data transferred

-
ProSe ability to charge for QoS (e.g. levels of availability, allocated resource)

-
Inter-operator ProSe communication

-
Inter-operator ProSe signaling

Furthermore, charging for ProSe discovery must also be supported as well [2 - PR.16]. This includes both the ability to discover other UEs, the ability to be discovered (including range class), and even individual discovery events.
Conclusion 7: RAN3 should coordinate with SA5 on charging solutions for ProSe (both ProSe discovery and communication), and should consider if ProSe charging will impact RAN architecture or interfaces.
5 Summary of Conclusions
This contribution studied ProSe discovery and communication for commercial use cases. It analyzed the impact of supporting proximity services to several key aspects of network functionality.
The following observations were made:
Observation 1: Proximity discovery should be supported by both idle and connected mode UEs. Idle UEs should be both discoverable and be capable of discovering other UEs.

Observation 2: In the current system architecture, SDFs are transparent to the eNB. The RAN has no visibility of which SDF are mapped to which Radio bearers.
The analysis reached the following broad conclusions as to the impact of proximity services on the work of RAN3. RAN3 should study and address these issues in the context of the LTE device-to-device (D2D) proximity services study item [1].
Conclusion 1: RAN3 should focus its work in this SI on identifying a RAN solution for commercial ProSe applications. These are defined by the general ProSe use cases of TR 22.803.  

Conclusion 2: Once an architecture and solution for supporting public safety in LTE has been clearly defined, the D2D RAN solution should be revisited and enhanced, if appropriate.
Conclusion 3: RAN 3 should coordinate with SA2 and RAN2 as to the most appropriate method and network node to assign and maintain the ProSe identifier for a UE. RAN3 should study the impact of ProSe identifier to network interfaces and protocols, and update said interfaces if appropriate.
Conclusion 4: The RAN (eNB) is the node responsible for selecting the communication path for proximity communication between two proximate UEs. This decision may be aided by information provided by the CN (such as APN and service discriminator), and from the UEs (such as communication range, channel conditions). 
Conclusion 5: The eNB must select the routing of the user plane communication path at the level of SDF not radio bearer, as different SDFs of the same Radio bearer will have different destinations.

Conclusion 6: For ProSe communication, the eNB should be aware of the mapping of individual SDFs to Radio bearers, and the QoS parameters to the granularity of the SDF. RAN3 should study and decide what enhancement to network interfaces and procedures are appropriate to achieve this goal.
Conclusion 7: RAN3 should coordinate with SA5 on charging solutions for ProSe (both ProSe discovery and communication), and should consider if ProSe charging will impact RAN architecture or interfaces.
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