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Discussion
1 Introduction 
Setting up of X2 in the case of X2-GW can be end-to-end OR hop-by-hop as identified in [1]. With regard to X2AP message routing in the case of X2-GW, three options have been identified in [1] with an understanding that one of them will be chosen RAN3 #79. Devising a solution however has to adhere to the following one of the important design objectives of X2-GW: 
Requirement 1: Minimizing the impact of the X2-GW on eNBs should have priority over minimizing its impact on HeNBs. 
This also implies that existing messages should not be altered unless otherwise it is necessary. This paper analyses the pros and cons of each option identified for X2 Setup and X2AP routing as way to eliminate certain options.
2 Discussion

2.1 X2 Setup

The two available options for this case are:

· Option A-1: the X2 Setup is end-to-end. This option corresponds either to the routing proxy or to the concentrator. In the case of routing proxy the X2 Setup is decoded in the X2-GW for routing purpose but it remains end-to-end between eNB and HeNB because no X2AP context is kept in the X2-GW. In the case of the concentrator the X2 Setup is fully transparent to the X2-GW.
· Option A-2: the X2 Setup is hop-by-hop. This corresponds to the full proxy. The X2 Setup is fully terminated and interpreted and memorized in the X2-GW and two X2 associations are created at setup time: one X2AP association is created between the eNB and the X2-GW and one X2AP association is created between the X2-GW and the target HeNB. The two associations are managed independently by the X2-GW.
Although the objective of Option A-1 is to make the X2-GW as simple as possible (making it effectively as a router), it tends to violate Requirement 1 as stated above. This is because now source nodes have to embed as much routing information as possible in X2AP PDUs after a long-winded TNL address discovery process. Traditionally, powering off/on a cell as often as that is applicable to HeNB is not required. However, with an introduction of HeNB and its total operational control in the hands of customer, any new solution has to be robust enough to handle such a situation while making sure that X2 setup has to be as quick as possible and simple. If switched off, all end-to-end X2 will be torn down. In the scenario where all the HeNBs switched on at the same time in the morning when office opened or after a power outage, all the newly switched on HeNBs may flood the SCTP association setup and X2AP setup messages to all the associated HeNBs. Hence, hop-by-hop approach looks appealing to such a situation – but at the cost of memorising in the X2-GW in terms of to which peer nodes each HeNB/eNB maintains active X2 Via the X2-GW. Given that such a complexity in the X2-GW can meet Requirement 1, it can be a possible solution as complexity is introduced to a completely new node but not to the existing node like eNB.
Option A-1 does not fully utilise the meaning of “proxy” – instead it tends to use the extra entity (i.e., X2-GW) as a mere router. Without knowing how such a router acquires and maintains up-to-date IP addresses of each HeNB, it is difficult to assess how scalable Option A-1will be while considering the power off/on tendency of HeNBs. On the other hand, with hop-by-hop approach, tearing and establishing an X2 connection is very much localised between the X2-GW and the HeNB/eNB in question. Moreover it is a very scalable option. According to one already proposed approach that favours Option A-1, each source node has to supply TNL and RNL addresses of the target node in the X2 setup with an introduction of new IEs – this will alter the legacy X2AP PDU structure. Hence, the question is whether such an approach is allowed, as it will not meet Requirement 1?
Proposal 1: Given that Option A-2 Hop-by-Hop X2 Setup will fully utilise the functionalities of the term “proxy” and is scalable considering the HeNBs switch on/off phenomenon, it has to be chosen. 
Accordingly, as long an eNB can understand that the discovered peer node is HeNB from the HeNB ID (is different from eNB ID), eNB will setup X2 Via X2-GW. On the other hand, HeNB will establish X2 with another discovered node always Via the X2-GW.
2.2 X2AP Routing
As mentioned, there exist 3 different options for X2AP routing:

· Option B-1: the routing is based on the target HeNB IP Address provided by the eNB. This option requires the addition of the peer ip@ in the X2 Setup message and the transfer of this IP Address from the RNL layer in the X2-GW to the TNL layer to be used as destination address. It also requires the modification of the eNB Configuration Transfer message to include two IP Addresses
· Option B-2: the routing is based on a new explicit target HeNB ID field provided by the eNB in the X2 Setup Request message. This option requires the addition of this HeNB ID field in the X2 Setup message. This option requires a mapping in the X2-GW between the HeNB ID and the corresponding IP Address 
· Option B-3: the routing is based on the target HeNB ID derived from the Neighbour Cell Information ID already contained in the X2 Setup message. This option requires the X2-GW to fully terminate X2AP protocol. Then it requires the X2-GW to have permanent storage of all cells of the eNB and of all neighbour cells of each cell of the eNB. Then it requires to decode for each cell of the eNB the full list of neighbour cells and compare this list with the one stored. If an additional cell is found, the X2-GW shall extract that new neighbour cell ID and use it as a target HeNB ID. Finally this option also requires a mapping in the X2-GW between the HeNB ID and the corresponding ip@ that can be built by memorizing the HeNB ip@ for each HeNB when it sets up the X2 with the X2-GW
Option B-1 mixes up TNL address at RNL-level and requires each source node to acquire and provide the TNL address of the target. If a node has the TNL address of another discovered node, the serious question Option B-1 needs to answer is why X2-GW is needed for establishing X2; instead, the node can straightaway establish a direct X2 with a discovered node after an SCTP association. 
Proposal 2: Routing Option B-1 has to be eliminated. 

Option B-2 requires the addition of target RNL ID in the X2AP message and a mapping table in the X2-GW. Hence, this solicits minimal changes, it can be acceptable.
Proposal 3: Routing Option B-2 can be chosen for further consideration. 
3 Conclusion and proposals
This paper studies X2 setup and X2AP routing, analyses different alternatives proposed and makes the following proposals:
Proposal 1: Given that Hop-by-Hop X2 Setup Option A-2 will fully utilise the functionalities of the term “proxy” and is scalable considering the HeNBs switch on/off phenomenon, it has to be chosen.
Proposal 2: Routing Option B-1 has to be eliminated. 

Proposal 3: Routing Option B-2 can be chosen for further consideration.
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