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1. Introduction

The RAN#53 plenary meeting has approved a work item on the Multiflow transmission schemes for the HSDPA networks  [1]. So far, this topic has been under intensive discussion in RAN1 and RAN2. During the previous RAN3 meetings, a few companies brought contributions on the analysis of the Multiflow impact to the RAN3 specifications, where in particular a few of them focused on more specific aspects of optimizing the control plane for the Multiflow operation.

After the RAN3#77 meeting, RAN3 has prioritized a few flow control mechanisms. In this contribution, we  expand on further implementation aspects of the prioritized solutions. In addition, we explore a few more mechanisms to achieve a balance between the Node B transmissions that is crucial to bring about the large gains shown to be possible in system simulations

2 RAN3 “prioritized” flow control mechanisms

2.1 Drop indication from Node B to RNC

The fact that data, e.g. RLC PDUs, arrive to a UE from two different links creates a so-called skew problem. There have been already extensive contributions on how to minimize the effects that skew can have on re-transmissions by introducing timers at the UE or RNC. The common understanding is that either the network-side (RNC) or the UE side can start a “skew timer” that will aim at absorbing more RLC PDUs whenever the gap in the RLC sequence space is detected. Since the “skew timer” value is defined by the network, it easy to understand that RLC PDUs should not be delayed inside the Node B buffers for the time, which is larger than the “skew timer” value minus transmission delays and minus the status prohibit timer value. Otherwise, an expired UE side “skew timer” will result in the NACK, which will trigger the RLC PDU re-transmission resulting in unnecessarily sending the same data twice.   

As a solution to the aforementioned problem and also to a few more related scenarios, the RNC can signal a “Discard Timer” value which will indicate the upper bound for an RLC PDU to be allowed to stay in the Node B output buffer. The Node B shall use this information to discard out-of-data MAC-hs SDUs from the HSDPA Priority Queues”. As concluded by RAN3 before, this is an existing functionality that the RNC can configure at Node B. In addition, this solution can be augmented with the indication coming from Node B towards RNC on the removed RLC PDU. This idea is also similar to one presented in [3] but is generalized a little bit. 

In fact, depending on the RNC configuration, regardless of whether a RLC PDU is removed as a result of an expired discard timer, or the buffer flushing command, or a removed link, the Node B should be able to send back a corresponding indication. Such information will allow RNC to retransmit pro-actively RLC PDUs without waiting for an explicit NACK indicator from a UE in the STATUS PDU. The main reasoning behind this approach is that the intensity of sending STATUS PDU is governed by the RLC status prohibit timer, value of which is set by the network. Even if we assume that the status prohibit timer is 50ms, which might be a little bit optimistic for the cell edge UE, then RNC will notice that some PDUs were dropped only in 50ms. Furthermore, the UE Multiflow Timer_Reordering  agreed by RAN2 can delay on sending back the STATUS PDU because a UE may wait for the SN gaps to be filled. With this proposed new mechanism, however, the RNC can receive that indication directly from Node B and thus react far quicker. 

Proposal 1: Introduce the drop indication from Node B to RNC on the removed RLC PDUs.

Reporting back SNs of the dropped RLC PDUs can be implemented in a number of ways. One way is to provide the RNC  a list with explicit SNs.This,however, requires the Node B to look inside the RLC PDU headers which is not ideal. a an alternative solution might be for  the node B to report only the lowest SN of the RLC PDUs that were dropped. If the RNC tracks which RLC PDUs are sent to which link, then knowing the lowest SN will allow the RNC to determine which RLC PDUs were dropped. A third option is that Node B just sends back the number of RLC PDUs that were in the buffer. Similar to the solution with the lowest SN, the RNC can keep track of which RLC PDUs were sent to a particular link, so, knowing just the number of RLC PDUs is sufficient in determining which of them were dropped or discarded. In the latter case, the implementation efforts at the RNC and Node B sides are minimal. However, all these approaches work only if the RLC PDUs sent to Node B have ascending SNs, which may be not always the case because the RNC can send both transmissions and retransmissions. 

To avoid asking Node B to looks inside the RLC PDU headers, it is also possible to utilize an approach presented in [9], where each HS-DSCH DATA FRAME is marked with the “frame sequence indicator”, which is used later to identify a particular RLC PDU in a new HS-DSCH DROP message. The similar approach was also presented in [7], where the first 3 bytes from the RLC PDU header are used to identify the RLC PDU. 

2.2 Drop request from RNC to Node B

In order to achieve a balanced buffer state across Node Bs it will also be  necessary to allow for the drop request  from RNC to Node B. We think that the functionality, which allows for removing the specified RLC PDUs from the Node B buffer as proposed in [6],  will achieve the desired effect. 

Proposal 2: Introduce drop request from RNC to Node B. 

The implementation of the drop request coming from RNC may rely upon exactly the same design principle as the drop indication from Node B. Indeed, since Node B has a way to identify a set of RLC PDUs that were dropped in its buffer, the same mechanism can be used by RNC to indicate which RLC PDUs should be removed from the Node B buffer. This approach is proposed in [9], where the RNC can use a new HS-DSCH FLUSH message that contains RLC PDU identifiers, which in turn rely upon the “frame sequence indicator”.

3 Further flow control enhancements

3.1 Target delay

One of the biggest challenges with the inter-site Multiflow transmission is that data is sent over two different paths with different delays, link speeds, load etc. The total burst rate and the user experience achieved at the UE will be governed a) by the total duration of a transmission, and b) also by throughput of higher layer protocols such as TCP. The total duration of a transmission of a burst of data is optimal when both Node Bs finish their part of the burst’s transmission at the same time. Or, conversely, if at the end of a transmission one Node B still has data left but the other is already idle with respect to the Multiflow, UE the performance will be suboptimal, and at times potentially worse than a non-Multiflow transmission. The performance of higher layer protocols on the other hand is impacted for instance by the skew between the Node Bs, and the resulting re-assembly delay. 

In the inter-site Multiflow, if the RNC has sent a certain amount of data to e.g. the assisting Node B, but the latter is unable to relay the data to the UE, the assisting Node B will stop providing capacity allocations to the RNC. In legacy operation this is acceptable, as no skew is introduced. However, in Multiflow the incurred delay difference between the two Node Bs will lead to a skew.

This is illustrated in Figure 1. As an example, nB1 is experiencing a small delay d1 (for instance because it can support a very fast flow control and very fast buffers), whereas in nB2 for instance the implementation or the channel and load conditions bring about a delay target d2. As a result, for in-sequence scheduling of the RNC, the UE will receive PDUs with a skew of d2-d1. This skew is especially detrimental if it cannot be removed by the Multiflow timer_reordering.
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Figure 1: Skew inferred by the different delays in the Node B.

Thus, we propose to introduce a Node B target delay to be configured by RNC in order to have a common understanding of the delay in the Node Bs. This delay has to be understood as the time from when a MAC-d PDU has arrived to the Node B until the time that it has left the Node B.  

Proposal 3: Introduce the “Target Delay” in Node B.

It should be mentioned that even though the target delay is somewhat similar to the “Discard Timer” mentioned above, the latter is used as absolute maximum threshold on the time a PDU is allowed to stay in the Node B buffer and after which the PDU is dropped

The purpose of the “Target Delay” on the other hand is meant to indicate the delay which Node B has to strive to bring about by applying appropriate scheduling and flow control mechanisms. For instance, if the delay target is underperformed, the Node B may request more data or slow down transmissions by adjusting scheduling priorities. If it is exceeded, the Node B may stop requesting data or even speed up transmissions by adjusting scheduling priorities. The Node B may also seek to meet the target delay by requesting to remove data from its buffer, as will be shown in the following section.

3.2 Drop request from Node B to RNC

As mentioned in section 4, a very important design goal of Multiflow is to manage transmissions of the Node Bs to end at the same time. This goal will ensure that in bursty traffic one Node B is not idling while the other still is transmitting, thereby decreasing the effective throughput.

Consider now that flow control is aiming at minimizing buffer under-runs and, as expressed earlier, minimizing the skew size. In case a certain Node B internal buffer target has been exceeded, traditional flow control will stop requesting data by sending zero credits in the capacity allocation. In Multiflow it may be very suboptimal to only send zero credits when there is too much data in the buffer, as the other Node B may be idle and could have the possibility to assist in the transmissions.

As a potential solution, one may reduce the flow control period, thereby decreasing the necessary buffer size, and thereby minimizing exceeding targets. However, inevitably the Iub signalling load will increase, as well as the computational load on both, RNC and Node B. Thus, rather than performing very frequent flow control capacity requests/allocations, we suggest to enhance the existing flow control. In case the Node B realizes it holds data going beyond a certain target it should be able not only to respond with a zero credits capacity allocation, but should be able also to report that there is a certain amount of data too much in its buffer. 
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Figure 2: Changing target buffer size  leading to buffer overrun

In turn, the RNC may then consider whether the Node B should indeed discard the indicated amount of recent data, such that the RNC can re-send the discarded data on the potentially free other Node B. Alternatively, in the case that the other Node B is also experiencing an overrun, the RNC may decide to ignore the overrun indications of both Node Bs.

Proposal 4: Introduce discard request from Node B to RNC. 

We note that the discard request from Node B to RNC may appear in the same form as the drop indication from Node B to RNC, and could be distinguished by a single bit.

4 Conclusions

In this discussion paper, we have elaborated on further enhancements for the control plane to support more efficiently Multiflow  in the inter-site scenarios.  In summary, our proposals are:

Proposal 1: Introduce the drop indication from Node B to RNC on the removed RLC PDUs.

Proposal 2: Introduce drop request from RNC to Node B. 

Proposal 3: Introduce the “Target Delay” in Node B.

Proposal 4: Introduce discard request from Node B to RNC. 

The aforementioned Multiflow control enhancements are presented in [8] and [9].
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