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1 Introduction
At RAN3#76 meeting, multiflow data transmission issues were discussed and there are the proposed solutions:
1.
The introduction of an additional timer to control NodeB target buffer size

2.
Explicit Discard indications from RNC to NodeB

3.
Target Buffer Delay Indication

4.
Explicit Drop Indication with RLC PDU SNs

5.
Priority Queue Reporting
According to the way forward [1], solution 1 is not considered anymore and the other solutions will be discussed further. In this paper, we give further analysis on the solutions.
2 Discussion
Solution 2: Explicit Discard information from RNC to NodeB
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Figure 2: work flow for the solution 2 (purple part)
Regarding the solution 2, since the RNC have full information of downlink data (which RLC PDU is sent to which NodeB or Cell), if the RNC has received the RLC status report from the UE, it could order the NodeB to remove the redundant RLC PDUs, and then it transfers the remaining data from the cell 1 to the cell 2 to achieve better data transmission performance.

Currently there is already an IE “Flush” in the HS-DSCH DATA FRAME, and if the “Flush” IE is set the “flush” the NodeB should remove all MAC-d PDUs from the corresponding MAC-hs Priority Queue. We give a reference of the IE “Flush” in [2] and it is noted that the IE is normally used in case of RLC RESET procedure.
6.2.7.28
Flush

Description: Indicates whether the DRNS should remove (1) or not (0) all the MAC-d PDUs from the corresponding MAC-hs Priority Queue that have been received prior to this data frame HS-DSCH DATA FRAME on the same transport bearer.

Value range: {0 = no flush, 1 = flush}.

Field Length: 1 bit.
Based on such indication, we think that the solution 2 is simple from network implementation point of view and no impact is foreseen in the standard.
Furthermore, we do not consider the scenario a common case, because the network could optimize scheduling algorithms and flow control mechanisms on both serving HS-DSCH radio links by implementation efforts, and thus making the scenario of unbalanced data transmission as less as possible.
In general we prefer the solution 2 and propose to use the current “Flush” IE by the RNC to the NodeB to clear its buffer.
Solution 3: Target Buffer Delay Indication
In [3], it is proposed to introduce a Node B target delay in order to have a common understanding of the delay in the Node B, and the indication is configured by the RNC.
We understand that the indication is to limit the size of skew so that multiflow performance is optimized, however currently the IE “Discard Timer” can be implemented to achieve the same goal, i.e. the RNC can configure the same value of discard timer to the serving Node B and the assisting Node B. So we do not think that it is required to introudce a new IE like target buffer delay indication.
Solution 4: Explicit Drop Indication with RLC PDU SNs
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Figure 3: work flow for the solution 4 (purple part)
Solution 3 is a supplementary to solution 2, and the aim is to help the network optimizing data split and algorithms on “data skew”.
In [3] some potential solutions are provided for the solution 3 as listed below:

(1) the NodeB is required to look inside the RLC PDU header of every RLC packet, and the NodeB will report an indication with the correspondent RLC PDU SNs if expired timer or the buffer flushing command is triggered

(2) the NodeB is required to report only the highest SN

(3) the NodeB is required to report the number of RLC PDUs that were in the buffer, since the RNC can keep track of which RLC PDUs were sent to a particular link, the RNC could know which of RLC PDUs were dropped or discarded
Solution (1) and (2) will require the NodeB to implement RLC specification so that much complexity will be introduced. Regarding the solution (3), it also requires implementation efforts on the NodeB and the RNC.
It is also worth mentioning that RAN2 has agreed to introduce a UE side reordering timer to handle data skew in the Multiflow inter-site operations ([4]), we think that the UE-based solution can also help the network better perform RLC data split so that the drop indication is not essential.
Solution 5: Priority Queue Reporting
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Figure 4: work flow for the solution 5 (purple part)
The solution is to introduce a new indication of the priority queue status, and it may help the SRNC better determine the amount of data that should be sent to each NodeB. However, we do not see differences between such solution and the current “HS-DSCH Capacity Allocation procedure” in [2].
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Figure 5: HS-DSCH Capacity Allocation procedure
It is known that HS-DSCH Capacity Allocation procedure is generated within the NodeB, and the NodeB may use this message to modify the capacity at any time based on its implementation. Such flow control mechanism can be implemented to tightly reflect the buffer status in the NodeB and DL data transmission over the air, and it is also noted that the HS-DSCH Capacity Allocation can be used per priority queue according to the network implementation.
In general we think that the network can re-use the current flow control mechanism or take limited implementation efforts to achieve the same goal of the solution 5.
Proposal 1: It is proposed to agree on solution 2 with explicit discard information from the RNC to NodeB by reusing the current “Flush” IE in the HS-DSCH DATA FRAME.

3 Conclusion

In this paper, we give analysis on four solutions based on the way forward on multiflow made in the last RAN3#76 meeting, in our opinion the solution 2 is more preferable because no spec impact will be introduced and it is esay to be implemented, so it proposed:

Proposal 1: It is proposed to agree on solution 2 with explicit discard information from the RNC to NodeB by reusing the current “Flush” IE in the HS-DSCH DATA FRAME.
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