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1   Introduction 
This document discusses the open items identified and reported at RAN3#75/#75bis meeting, during e-mail discussion before RAN3#76, and the related contributions discussed during RAN3#76. The open items listed according to [2] and new comments received during RAN3#76 are further detailed, and discussed one by one as below. 
2   Discussion
2.1    Is the source node e.g. eNB changed because it newly need to store for each neighbour e.g. HeNB whether it needs to address it via the proxy or direct? 
As for the specific property of HeNB serving only a single cell, the cell-data-model in the eNB becomes a “node-data-model”, and one can argue at length whether this changes the eNB or not. The fact is that the eNB as for any other neighbour node, need to maintain X2-connectivity information. Whether the eNB is “confused” of the fact that the same X2 address is used for several nodes is probably a matter of implementation.

Further, during the X2 setup between the eNB and the X2-Proxy, the eNB is able to realise X2-connectivity towards the neighbouring HeNB via an X2-proxy, by noticing that the Served cells (i.e. HeNBs) of the X2-Proxy do not share the same 20-bit eNB ID of the X2-Proxy. The eNB saves the information of neighbouring cell received during the X2 setup procedure, and eNB configuration update procedure, then considers the X2 with the neighbouring HeNB is available via X2-Proxy. Talking of detailed implementation, the eNB continue to maintain the same table containing the information of the neighbouring HeNBs. If a specific eNB implementation uses the eNB ID as an index, it may need some changes to use the 28-bit cell ID as an index, since the neighbouring HeNBs does not have the same eNB ID. When the eNB needs to initiate a HO, it checks the related information and determines whether use X2 HO. So the change is the cell-data-model in the eNB in order to use X2-proxy.
2.2   If the source eNB wants to remove an NR with a target HeNB, and wants to proxy to tear down the X2 between proxy and target HeNB, how does it work? 
There is no X2 tear down procedure in current standard. So there is no reason to introduce it for X2-Proxy.  
2.3    Will the proxy maintain up to date all the NR tables of all the nodes it is connected to?
The X2-Proxy memorize TNL addresses gained from the X2 TNL discovery process in order to route the setup of X2 connectivity and has of course the information of all HeNBs/eNBs connected to it. So, as a by-product of these tasks, it is able keep track of neighbouring HeNBs (or eNBs) for each connected eNB (or HeNB).
2.4    In case of eNB Configuration Update: How does the proxy route the message towards the relevant target HeNB? 
Since the X2-Proxy memorizes the list of neighbouring HeNBs for each connected eNB, so the X2-Proxy can route the messages towards the eNB’s neighbouring HeNB(s).
2.5    Q 2.4 seems to add some new function/information to the eNB configuration update procedure. What element in that message is included to inform the neighbouring eNB(s)?
There is no new element necessary. And this is also related to the question “When the HeNB switches off, how is the eNB informed that this HeNB is no longer a valid neighbour?” When a HeNB is switched off, the X2-Proxy can detect the SCTP association with this HeNB is unavailable. Since the X2-Proxy knows this HeNB’s neighbouring eNB(s), the X2-Proxy may initiate the X2 eNB Configuration Update procedure to inform the neighbouring eNB(s). The X2-Proxy can use the Served Cells To Delete IE indicating the HeNB is deleted. This is same as the macro system when an eNB initiates the eNB Configuration Update procedure to other eNBs informing to delete a cell. 
2.6   How is the proxy informed if the HeNB switches on again ?
When a HeNB switches on again, it follows the normal procedure, for example, in case the HeNB detects a neighbouring eNB, the HeNB initiates the TNL address discovery procedure, then initiates the X2 Setup with the X2-Proxy. The below figures shows a possible call flow when HeNB4 switches on.
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Figure 1 – HeNB initiated TNL address discovery
2.7   Does the proxy maintain a duplicate of all NR tables presents in all eNBs and HeNBs connected to it? If yes, what is the mechanism to ensure consistencies with these duplicates?  If yes, how is any discrepancy resolved?

As described in Section 2.3  , the X2-proxy and the HeNBs/eNBs gain their neighbour information from the very same procedures. If anything is added/removed/modified, all relevant nodes are involved. This provides a rather explicit guarantee for consistency. You may remember the similar issue discussed for relay, and concluded nothing to be defined in standard.
2.8   Handling of resource status request message in the proxy (the X2 proxy needs to split it?, etc…)

Since this SI is focussing on mobility enhancement only, supporting the X2 Resource Status Request procedure between eNB and HeNB is not a mandatory requirement for eNB, HeNB and X2-Proxy. 
If it is required, the handling of resource status request message in X2-proxy should be done as specified for cell related X2 messages for the DeNB (TS 36.300 Section 4.7.4). The Resource Status Reporting procedure is handled locally on each X2 interface instance. Upon the reception of the Resource Status Request message containing cells belonging to multiple eNBs or HeNB(s), the X2-proxy may trigger Resource Status Reporting Initiation procedure(s) to the related eNB(s) or HeNB(s). The X2-Proxy may modify the measurement ID before proxying the message and storing the mapping relation for the measurement ID used between eNB and X2-proxy, and the one used between HeNB and X2-Proxy. If one or more eNB(s) or HeNB(s) are involved, the X2-Proxy may wait and aggregate the response messages from all involved nodes to respond to the originating node.
It is possible that there is a race-condition due to the intermediate delay, e.g. HeNB has switched off but neighbour eNBs are not yet informed. 
This corner case also applies to relay. There is no difference for how X2-Proxy handles it in HeNB and in Relay. The X2-Proxy simply uses the partial success to notify the originator.  

In addition, this can also happen for macro system, for example, eNB2’s cell#1 is switched off. Before eNB1 receive the eNB Configuration Update message from eNB2, eNB1 initiates the Resource Status Reporting Initiating procedure towards eNB2 including cell#1. The eNB2 can reply with the Resource Status Response message including cell#1 and the failure cause.

2.9   Handling of the load information message in the proxy

Since this SI is focussing on mobility enhancement only, supporting the X2 Load Indication procedure between eNB and HeNB is not a mandatory requirement for eNB, HeNB and X2-Proxy. 

If it is required, the handling of load information message in X2-proxy should be done as specified for cell related X2 messages for the DeNB (TS 36.300 Section 4.7.4). The Load Indication procedure is handled locally on each X2 interface instance. Upon the reception of the Load Information message containing cells belonging to multiple eNBs or HeNB(s), the X2-proxy may trigger Load Indication procedure(s) to the related eNB(s) or HeNB(s) based on the Target Cell ID.
2.10   Which list of served cells is included in X2 setup Response message

The HeNB-GW memorizes the list of neighbouring HeNBs (or eNBs) for each connected eNB (or HeNB), i.e. node-level neighbourship relations. This information can be used later to only update the affected neighbouring HeNB (or eNB) when the information for an eNB (or HeNB) is changed.

For eNB initiated X2 Setup procedure (eNB view): the X2-Proxy replies with the X2 Setup Response message. From the neighbouring HeNBs (i.e. femto cell-IDs) reported by the eNB, the X2-Proxy includes those HeNBs that have X2 interface with the X2-Proxy, as the Served Cells in the X2 Setup Response message. For example, eNB1 indicates its neighbouring HeNBs are HeNB1, HeNB2 and HeNB3. HeNB1 and HeNB2 have X2 interface with X2-Proxy. The X2-Proxy includes (the cells of) HeNB1 and HeNB2 as Served Cells in the X2 Setup Response message. 
For X2-proxy initiated X2 Setup procedure (HeNB view): There is no change to eNB/HeNB on how to construct the X2 Setup Response message.
2.11   Call flow with multiple eNBs connecting to same HeNB
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Figure 2 – Two eNBs connecting to same HeNB
Step 4: since HeNB-GW already has the X2 interface with the target HeNB, HeNB-GW can responds back to eNB2 accordingly. 

Step 9: upon the reception of the X2 Setup Request message from eNB2, HeNB-GW knows HeNB1 is the neighboring cell of eNB2. HeNB-GW initiates the eNB Configuration Update message to HeNB1. The message includes the eNB2’s cells as Served Cells to Add. 

[The message includes the eNB2’s cells as Served Cells to Add. The Neighbour Information IE is the same as the one received in the X2 Setup Request message from eNB2. 

Step 21: eNB1 initiates an X2 HO towards HeNB1, the processing in the HeNB-GW can refer to the call flow Figure Figure 6.2.1.5.1 in TR37.803.

Step 31: eNB2 initiates an X2 HO towards HeNB1, the processing in the HeNB-GW can refer to the call flow Figure Figure 6.2.1.5.1 in TR37.803.

Step 41: HeNB1’s configuration is changed. HeNB1 initiates eNB Configuration Update procedure to notify X2-Proxy. 

Step 43: X2-Proxy initiates eNB Configuration Update procedure to notify eNB1 and eNB2 regarding the changes of HeNB1. 

2.12   Management of simultaneous direct connections and connections via x2 proxy for both eNB and HeNB

In current macro system, the management of X2 connection consists of following functions:
· Adding a new X2 connection

· Updating the X2 connection

· Memorizing how to use the X2-connection
In case of direct X2, the eNB (or HeNB) saves/updates the information of neighbouring cell received during the X2 setup procedure, and eNB configuration update procedure. Talking of implementation details, the eNB (or HeNB) may maintain a table containing the information of the neighbouring HeNBs (or eNBs), and use the target eNB’s ID or target cell ID as an index. When the eNB (or HeNB) need to initiates a HO or other non-UE-associated procedures, towards the target HeNB (or eNB), it checks the related information and determines whether and via which X2 link to be used to perform X2 HO or other non-UE-associated procedures. 

In case the eNB also have an X2 connection with an X2-proxy, the eNB similarly saves/updates information of neighbouring cells (i.e. HeNB) received during the X2 setup procedure, and eNB configuration update procedure. By noticing that the Served cells of the X2-Proxy do not share the same 20-bit eNB ID of the X2-Proxy, the eNB is able to realise X2-connectivity towards the neighbouring HeNB via an X2-proxy, and considers the X2 with the neighbouring HeNB is available. 
Talking of detailed implementation, the eNB continue to maintain the same table containing the information of the neighbouring HeNBs. If a specific eNB implementation uses the eNB ID as an index, it may need some changes to use the 28-bit cell ID as an index, since the neighbouring HeNBs does not have the same eNB ID. When the eNB needs to initiate a HO or other non-UE-associated procedures, towards the target HeNB, it checks the related information and determines whether and via which X2 link to be used to perform X2 HO or other non-UE-associated procedures. So the only change to support both X2 connections is the cell-data-model in the eNB in order to use X2-proxy.

In case the HeNB also have an X2 connection to an X2-proxy, the HeNB similarly saves/updates information of neighbouring cells (i.e. eNB’s cells) received during the X2 setup procedure, and eNB configuration update procedure. By noticing that the Served cells of the X2-Proxy do not share the same 20-bit eNB ID of the X2-Proxy, the HeNB is able to realise X2-connectivity towards the neighbouring eNB via an X2-proxy, and considers the X2 with the neighbouring eNB is available. Talking of implementation details, the HeNB continue to maintain the same table containing the information of the neighbouring eNBs. When the HeNB needs to initiate a X2 HO or other non-UE-associated procedures, towards the target eNB, it checks the related information and determines whether and via which X2 link to be used to perform X2 HO or other non-UE-associated procedures. So the only change to support both X2 connections is the cell-data-model in the HeNB in order to use X2-proxy.

2.13   Description of the complete interaction scheme between S1 GTW and X2 proxy (some already seen e.g. enb conf transfer, mme conf transfer, enb conf update, etc…) 

The X2-Proxy resides in the HeNB-GW. Interaction between the S1-proxy and the X2-Proxy function within the HeNB-GW is an implementation matter. As described in the call flows for X2 Setup, the only interaction between the current HeNB-GW (S1-proxy) functions and the X2-Proxy is for the TNL address discovery procedure and X2 setup. In detail,  
· During TNL address discover procedure, the HeNB-GW may need to replace the eNB (or HeNB)’s IP address with the IP address of the X2-Proxy.

·  For HeNB (or eNB) initiated TNL address discovery procedure, the HeNB-GW save the IP address of the eNB (or HeNB), then use it to initiate the X2 setup with the eNB (or the HeNB). 
2.14    Management of ACL list in target RAN node when X2 proxy used (feature introduced by Deutsche Telekom)

In current macro system, when the source eNB initiates the TNL address discovery procedure, it includes its own X2 TNL Configuration information so that the target eNB can add the related IP addresses into the ACL.

When X2-Proxy is used, the HeNB-GW need to replace the X2 TNL Configuration information with the X2-Proxy’s IP addresses during the eNB/HeNB initiated TNL address discovery procedure (Step 3 and Step 7).
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Figure 3 – HeNB initiated TNL address discovery with ACL
Step 3: HeNB-GW replace the X2 TNL Configuration information with its own IP adresses, then forward the eNB Configuration Update message to the MME.

Step 4: Upon receiption of the MME Configuration Transfer message, the eNB1 configures its ACL for the X2 interface with HeNB3.

Step 7: HeNB-GW replace the X2 TNL Configuration information with its own IP adresses, then forward the MME Configuration Update message to the HeNB. Upon receiption of the MME Configuration Transfer message, the HeNB configures its ACL for the X2 interface with X2-Proxy.
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Figure 4 – eNB initiated TNL address discovery with ACL

Step 3: HeNB-GW replace the X2 TNL Configuration information with its own IP adresses, then forward the MME Configuration Update message to HeNB3.

Step 4: Upon receiption of the MME Configuration Transfer message, HeNB3 configures its ACL for the X2 interface with X2-Proxy.

2.15   Management of the “no X2 flag”, “remove flag”, “no ho flag” when X2-proxy used
As described in TR37.803, for each cell that the eNB (or HeNB) has, the eNB (or HeNB) keeps a NRT. For each NR, the NRT contains the Target Cell Identifier (TCI), which identifies the target cell. For E-UTRAN, the TCI corresponds to the E-UTRAN Cell Global Identifier (ECGI) and Physical Cell Identifier (PCI) of the target cell. Furthermore, as described in TS36.300, each NR has three attributes, the “No Remove”, the “No HO” and the “No X2” attribute. The meaning of these attributes would remain unchanged when eNB (or HeNB) has the X2 interface with X2-proxy.

When the eNB detects a HeNB, the eNB can use existing ANR function to instruct the UE to report the information of the HeNB, and add the HeNB to the Neighbour Relation List. The ANR function also allows O&M to manage the NRT. O&M can add and delete NRs. It can also change the attributes of the NRT. The O&M system is informed about changes in the NRT.
2.16   Present some error handling call flows corresponding to paper R3-120138 

For HeNB initiated TNL address discovery procedure and X2 setup, it is possible that the X2 setup may be failed. 
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Figure 5 – X2 Setup Failure for HeNB initiated TNL address discovery and X2 setup

For eNB initiated TNL address discovery and X2 setup, it is possible that the X2 setup may be failed. 
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Figure 6 – X2 Setup Failure for eNB initiated TNL address discovery and X2 setup

As described in TR37.803 Section 6.2.1.5, the non-UE-dedicated X2 procedures are handled locally between the eNB and the X2-Proxy, and between the HeNB and the X2-Proxy. In case a failure for the non-UE-dedicated X2 procedure, the X2-Proxy terminates the procedure. The X2-Proxy may trigger the associated non-UE-dedicated X2-AP procedure(s) to other side.
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Figure 7 –Failure for UE-dedicated procedures

As described in TR37.803 Section 6.2.1.5, the X2-Proxy process and forwards the X2 messages for the UE-dedicated X2 procedures. In case the X2-Proxy receives the failure message or error indication message, the X2-Proxy may changes the X2AP ID, and then forward it to the other side.

2.17   More clarification on the transparency issue (i.e. whether the X2GW should be seen as a Macro eNB by other eNBs)

The X2-Proxy appears as an eNB (for X2) to the eNB and HeNB. 

· From the eNB’s perspective, the neighbouring HeNBs connecting to X2-Proxy are considered as cells of the X2-Proxy.
· From the HeNB’s perspective, the cells of the neighbouring eNBs are considered as cells of the X2-Proxy.

· [Philippe]: Does the HeNB consider cells of other HeNBs connected to the X2 proxy as cells belonging to the X2 proxy?

The X2-proxy is not regarded to be absolutely “transparent”, although the basic design principle foresees to align it with the behaviour of a macro eNB. The eNB (or HeNB) can realize X2-connectivity towards the neighbouring HeNB (or eNB) via an X2-proxy. The X2-Proxy only includes the cells of the HeNB’s neighbouring eNB(s) to the HeNB, and only includes the eNB’s neighbouring HeNBs to the eNB.
2.18   O&M impact (case of proxy reporting more than 256 cells)
Currently, when the eNB is notified of a neighbouring eNB, the eNB can add the neighbouring eNB’s cells into its NRT and notify the OAM. The OAM can change the attributes of the NRT. 

In case the eNB has an X2 connection with the X2-Proxy, the eNB similarly saves/reports the NRT to the OAM, and OAM can change the attributes of the NRT. In case a specific OAM implementation manages the NRT on a per-eNB basis, it may need some changes to manage a NRT table with more than 256 cells for a neighbouring eNB, i.e. X2-Proxy.
(Editor’s notes to be deled later: Section 2.19 to Section 21 are copied from R3-121320. The only difference is to del the text related to the observation number)
2.19   When an SCTP Association between the HeNB-GW & an HeNB is established, i.e. what triggers this establishment?

As clearly described in Figure 6.2.1.4.1: HeNB initiated TNL address discovery and X2 setup and Figure 6.2.1.4.1.2: eNB initiated TNL address discovery and X2 setup of TR37.803 ([2]), the setup of SCTP association is triggered by the TNL address discovery procedure, i.e. Step 8/9/18 in both figures. 

2.20   The concern for X2-Proxy using eNB Configuration Update procedure to notify an eNB, in case the HeNB-GW detects failure (or shutdown) of the SCTP association supporting the X2 connection towards an HeNB 
The concern is using the eNB Configuration Update procedure requires new logic in eNB. This is a misunderstanding on X2-Proxy. There is no new logic required for the eNB. 

As stated multiple times in the TR and related contributions, the eNB considers the neighbouring HeNBs as the cells of the X2-Proxy. In case a neighbouring HeNB is unavailable, it is quite reasonable that the eNB receives the message from the X2-Proxy indicating that one of the X2-Proxy’s cell, i.e. the switched off HeNB, is unavailable. The SCTP with the X2-Proxy is used for all neighbouring HeNBs connected to the X2-Proxy. If using the proposed method as described in the question, i.e. explicit indication for the SCTP is unavailable, it will be a new logic to the eNB. 

In current X2-Proxy, the explicit indication for the SCTP is unavailable is only used when all neighbouring HeNBs are power off. 

2.21   Procedure for eNB to trigger the establishment of SCTP and X2 between the X2-Proxy and the said HeNB, after the eNB detects a restarted HeNB

When the eNB detects a restarted HeNB, the eNB initiates the TNL address discovery procedure. After the TNL address discovery procedure, the X2-Proxy initiates the SCTP association (Step 8) and X2 Setup (Step 10) with the HeNB. The eNB only have one X2 with the X2-Proxy. The eNB does not re-initiate the X2-Setup if the eNB already have X2 setup with the X2-Proxy.
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Figure 8 – eNB1 detects the restarted HeNB2
As described in above Figure, the X2-Proxy initiates the SCTP and X2 setup after the eNB (i.e. eNB1) initiated TNL address discovery procedure. One may argue that the eNB (i.e. eNB1) may choose not to initiate the X2 setup due to the NRT attribute is set to “No X2” for this HeNB (i.e. HeNB2), thus cause the SCTP/X2 is unnecessarily setup between the X2-Proxy and HeNB2. First, if the NRT attribute is set to “NO X2”, it is useless for the eNB1 initiated TNL address discovery procedure. It is questionable why eNB1 initiates the TNL address discovery procedure towards HeNB2 if the related NRT attribute is set to “NO X2”. Even if this does happen, it is a valid assumption that the NRT attribute in the HeNB2 is also set to “No X2” for eNB1. So when the X2-Proxy initiates the X2 setup request including the eNB1’s cell information, HeNB2 can reject the X2 Setup request. Thus there will be no SCTP/X2 between X2-Proxy and HeNB2. 

2.22   Open issues
1. How to decouple X2-Proxy from S1-GW during the TNL address discovery and X2 setup?
3   Conclusion and Proposals
It is proposed to replace Section 6.2.1.9 of TR37.803 with Section 2.
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