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1. Introduction

The objective of [1] WI is to provide interference management mechanisms for optimally exploiting available frequency assets in HetNet environments, without tight synchronization requirements, taking into account further optimization from Rel-10 carrier aggregation mechanisms
Since RAN3#73 meeting, in which WI priorities were established ([2]) Macro – SC HeNB (uncoordinated), scenarios have been FFS. There is a need to include these scenarios on current WI document ([3]), in order to select the most appropriate solution. 
2. Discussion
Currently the main bottleneck for CSG H(e)NB deployment is the lack of appropriate low complexity (low cost) and flexible mechanisms for coordination on radio resources usage among different layers of the HetNet system.
To our best knowledge, there is currently no single operator using the Network Listening (NL) mechanism for interference avoidance on co-channel CSG femto nodes deployment.

In fact, NL is well known to be not properly working in high fading environments, and could even be challenged due to Macro cells scheduling and power allocation mechanisms.

Current femto nodes deployments are based on the static use of different carriers for different network layer (one carrier for macro layer and other for femto layer), as depicted in Figure 1. 
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Figure 1 – Layered HetNet Deployment fixed carriers allocation 
The main drawback of this arrangement, based on different carriers for different network layer, is obviously the need of devoting highly expensive bandwidth resources, exclusively for femto deployment nodes.

The target scenarios according to [4], are characterized by:

· SC-HeNBs deployed in a eNB coverage area

· SC-HeNBs  reusing, total or partially, the same RF bandwidth/CCs used by the overlapping  eNB 

· No X2 for ICIC coordination among SC-HeNBs and eNB is available”

That leads in our opinion to a residential CSG HeNBs, in which no X2 interface between eNBs and H(e)NBs could be deployed due to:

· Security problems

· Scalability problems

· Operational problems

In order to see the opportunity of bandwidth usage offload, among future eNBs and HeNBs, Figure 2 depicts the working day traffic distribution on smartphones among cellular connection and WiFi connection, extracted from [5].
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Figure 2 - smartphone-originated data traffic distribution by time of day

(weekday), Jan-12
As Figure 2 shows clearly, the usage of WiFi (mainly in-home connections) and cellular connections has very different timeline signatures, and therefore the bandwidth needs for residential CSG HeNBs and eNBS will also be very different along the daytime.

3. Proposed approach 
As previously shown, there is a potential HeNB to eNB bandwidth offload possibility, in order to gain usable bandwidth in the busiest hours on these different network layers.

It should be taken into account that busy-hour traffic dimensioning is one of the most critical factors in network-planning for mobile operators, and the availability of bandwidth at this busy-hour could have a major impact on final cost of the deployed network.

One possible solution to this bandwidth offload requirement could be a semi-static bandwidth allocation, based on traffic prediction and fixed changes along the daytime of bandwidth allocation among layers, as shown in Figure 3. This kind of allocation could be commanded by O&M within the current R-11 specification.
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Figure 3 – Layered HetNet Deployment semi-static bandwidth allocation
However, this kind of approach to increase the efficiency of bandwidth usage, though better than current fixed allocation per layer, is still suboptimal due to:

· Pre-knowledge of traffic patterns are needed by the O&M system

· The possibility of a flexible response to new traffic requirements seen by the eNB is not enabled
· O&M bandwidth allocations could not deal with any specific bandwidth preference seen by the eNB in a dynamic way

On the other hand, if a communication mechanism (not X2 as previously stated) is specified among a eNB and HeNBs in its coverage area, a resilient bandwidth assignment procedure could be developed, as shown in Figure 4, taking advantage of the CA technology on the eNB.

 For this approach to become operative there is a need to specify a eNB to HeNB signalling procedure, in which the unused bandwidth on the eNB Scell is timely indicated to the HeNBs. 
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Figure 4 – Layered HetNet Deployment dynamic bandwidth allocation

4. Conclusion

Proposal 1:  Include a TP in [3] with the description of SC HeNB eNB scenarios as part of the WI
Proposal 2: Include dynamic bandwidth allocations, as target for the solutions addressing CA ICIC in SCHeNB eNB scenarios  
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