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1 Introduction

In last meeting, several solutions were proposed for Mobile Relay architecture. A comparison table has been discussed in [1] for next step to compare solutions. However, it may need more discussion on some items between different solutions, e.g. support of multi-RAT.
In this paper we would like to discuss how to support multi-RAT for Mobile RN in architectural aspect.
2 Discussions
For support Multi-RAT feature, it needs a logical function to forward the traffic to the core networks belong to other RATs respectively. We name the node with the logical proxy function as iRAT-GW. Then the key point on support Multi-RAT in Mobile RN architecture is where the iRAT-GW locates in. There are two alternatives on location of iRAT-GW.
Alternative A: iRAT-GW locates at E-UTRAN. The RN EPS Bearers which carry traffic of other RATs are terminated at E-UTRAN, i.e. DeNB. The iRAT-GW is embedded into DeNB. It is responsible for forwarding traffic to RAT-related core networks by using their specific backhaul interfaces, i.e. A interface, Iu interface, etc. Solution Alt.2, eAlt.2-1, eAlt.2-2, eAlt.2-3 and Alt.4 can support this alternative.
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Figure 1: Alternative A
The iRAT-GW locates in DeNB to provide interface interworking and traffic forwarding functions. E.g. Mobile RN provides access link to a UTRAN UE, the signalling and user plan traffic of the UE are carried by LTE backhaul in Un interface. The DeNB serving the Mobile RN should support Iu interface and forward RANAP signalling and Iu UP FP towards UMTS Core.

The cons of this alternative are:

· DeNB shall support multiple backhaul protocols, i.e. A interface, Iu interface and S1 interface.

· Due to the number of DeNB is high the cost of purchase the DeNBs would be increased. However, the software package for supporting backhaul protocols for other RATs is mature enough and it will not spend too much to buy the packages.
The pros for Alternative A are:

· All of traffic for other RATs is broken out from E-UTRAN, i.e. DeNB. No more load on EPC.
· No more action is required for EPC nodes.

· Small impact on specifications.

Alternative B: iRAT-GW locates at EPC. The RN EPS Bearers which carry traffic of other RATs can be terminated at both EPC and E-UTRAN.
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Figure 2: Alternative B.2
Alternative B.1: If RN EPS Bearers terminates at E-UTRAN (i.e. DeNB), a centric node in core network is needed to provide iRAT-GW function. The traffic of other RATs than LTE should be forwarded to the centric node by DeNB and then it be forwarded to related network by centric node. Higher complexity is predicted to the network and the alternative should be ruled out.
Alternative B.2: If iRAT-GW co-locates with the node which terminates RN EPS Bearer in EPC, i.e. iRAT-GW co-locates with RN’s PGW, the architecture has less complexity. The iRAT-GW forwards RAT-related traffic through inter-system interfaces, which using existing interface (e.g. S4) or new interface. If using Gn/S4 interface, the GTP-U packets arrives at target SGSN which will then forward them to target RAN node. Target RAN node cannot distinguish the direction of incoming traffic, i.e. would it come from source RAN or source EPC, without modification on specification. Moreover, all of traffic to other RATs should go through EPC and then be forwarded to target networks.
In Alt.1, the iRAT-GW can be co-located with RN’s PGW in EPC.
The cons of this alternative are:

· EPC is responsible for forwarding the traffic to other RATs. 

· High traffic transfer load on EPC.
· Some modification is possible on target RAN nodes.
The pros are:

· Lower cost on DeNB than Alt.A.
3 Summary
It is obvious that DeNB is the point which needs to be integrated with backhaul protocols for other RATs in Alternative A, and in Alternative B the EPC node is responsible for such functionality to connect other RAT’s CN or RAN to forward RAT-related traffic. Alternative B has possibility to make other RAT’s RAN nodes to confuse on the direction of traffic, i.e. uplink or downlink. And the alternative will also increase load on core network.

Based on discussion in section 2, we propose to modify the comparison of multi-RAT support as in Table 1.
Table 1: Proposed comparison for multi-RAT support
	Metric
	Alt.1
	Alt.2
	eAlt.2-1
	eAlt.2-2
	eAlt.2-3
	Alt.4

	Support for multi-RAT
	
iRAT-GW locates in EPC.
The 2G/3G/LTE traffic is transparent to the RN’s P/SGW and DeNB,
The 2G/3G traffic is forwarded in EPC node.
Some modification may be required for target RAN.
	
iRAT-GW locates in E-UTRAN.
The 2G/3G/LTE traffic is transparent to the DeNB,
The 2G/3G traffic is forwarded in initial DeNB.

	FFS
	The same as Alt.2

	Maybe same as Alt.2

	FFS




4 Conclusion

This paper discusses how to support Multi-RAT by different mobile relay solutions. Two alternatives with their cons and pros are discussed. We propose to modify the metric of comparison table in [1] on support of Multi-RAT as Table 1 in Section 3.
Proposal: It is proposed to modify the comparison table in Section 2.7 of TR 36.416 as Table 1 in Section 3 above.
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