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1 Introduction

When we discussed the options for Mobile Relay architecture, some proposals on PGW change for path optimization were raised. The length of traffic path for Mobile Relay options will become longer as the train runs and optimization for shortening user plane is worthwhile to be considered.
This paper analyses path optimization on candidate options for Mobile Relay architecture and try to compare them initially.
2 Discussions
2.1 General
After last meeting, we have following solutions for Mobile Relay architecture:
· Alt.1: Based on the Alt.1 architecture defined for fixed relay
· Alt.2: Based on the Alt.2 architecture defined for fixed relay
· eAlt.2-1: Alt.2 with dual Rel-10 relays for HO
· eAlt.2-2: Alt.2 with Relay GW and PGW collocated with initial DeNB
· eAlt.2-3: Alt.2 with Relay GW and PGW/SGW separated from initial DeNB
· Alt.4: Based on the Alt.4 architecture defined for fixed relay

	Alt.1
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	Alt.2
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	eAlt.2-1
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	eAlt.2-2
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	eAlt.2-3
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	eAlt.2-4
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In sections below, we capture some consideration of path optimization on these options.

2.2 The drawbacks of PGW change

The reason of raising path optimization issue is that the RN’s PGW cannot be changed for Mobile RN by existing specifications. If RN’s PGW changed, the old LTE backhaul is interrupted and the UE EPS bearers carried by this backhaul will also be interrupted. This will bring bad experience to users served by Mobile RN.
Two possible solutions were raised in last meeting, one of them is based on PGW re-direction which is similar with the concept in development of LIPA/SIPTO, the other is called as “PGW relocation”. 
In general concept, if we want to re-select a PGW to do PGW redirection, the referred PDN connection should be deactivated at first. If the UE is in active state, the service served by this PDN connection will be terminated. This procedure is called as “PGW redirection” in 23.401. Applied to Mobile RN, when a new RN’s PGW is selected for Mobile RN, the RN EPS Bearer (i.e. LTE backhaul) should be terminated, and all of UE’s bearers carried by RN EPS Bearers would also be deactivated. After new LTE backhaul established, UE EPS bearers could be established on new path and initiated by users. Consequently, PGW redirection cannot ensure user’s experience when performing path optimization.
Alternatively, PGW relocation is also considered. Some procedures called as “relocation” have been defined in 3GPP specifications, such as SRNS relocation, SGW relocation, etc. Generally, the “relocation” action always refers to the procedure in which a connection can be transferred from one node to another and it will not be broken in the procedures. For example, in a procedure with SGW relocation, MME re-selects a new SGW for the UE, and the UE bearers are transferred from old SGW to new SGW by path switch. The connection served for UE is still alive without interruption. Therefore, relocation mechanism is not a good solution for path optimization. Up to now, PGW relocation procedure has not been defined in 3GPP and no procedure can be re-used, bearer information cannot be exchanged between PGWs.
The reason of no defined PGW relocation procedure is that the IP address of UE is allocated by PGW. If UE’s PGW changed, a new IP address should be re-allocated by new PGW and the old path towards old PGW would not be used continually. Therefore, all of UE’s bearers should be terminated and then UE re-initiates bearer setup in new PDN connection when we assume that PGW needs to be changed.

Therefore, both PGW redirection and PGW relocation are not suitable solutions for path optimization.

2.3 Possibility of path optimization

Due to different architecture, the possibility of path optimization for them is also different. Moreover, the trade off between optimizing path and ensuring user’s experience should also be considered when discussing possibility of path optimizing.
Alt.1
As the RN’s PGW/SGW is located in core network, the LTE backhaul is established between Mobile Relay and RN’s PGW/SGW. An S1-U interface connects RN’s PGW/SGW and Target DeNB. The S1-U will become longer as the Mobile Relay runs. 
Considering keeping activity of LTE backhaul, the RN’s PGW/SGW would not be changed during RN’s mobility. Then the best way to optimize traffic path is shortening LTE backhaul. As LTE backhaul in this option is always terminated in initial EPC, the change of RN’s PGW will stop activity of LTE backhaul and thus UEs served by Mobile RN would experience connection break. 
However, if the RN’s SGW is allowed to be relocated during RN movement,a new SGW could be selected by RN’s MMEwhen the Mobile Relay runs too far away from start point. A changeable SGW gives out a possibility of path optimization because a new PGW can be selected. But if RN’s SGW would be fixed to avoid bring extra handover delay between RN’s PGW and RN’s SGW, the path optimization cannot be done in this way.
Alt.2
In this option, RN’s SGW/PGW are combined and co-located with initial DeNB. The LTE backhaul for Mobile RN is always terminated at initial DeNB. According to the properties of Alt.2, both of RN’s SGW and RN’s PGW cannot be changed during Mobile Relay’s movement to keep LTE backhaul unbroken. An S1 interface will always connect RN’s SGW/PGW in initial DeNB and Target DeNB even if Mobile Relay has been moved into a new MME pool area where is far away from initial point.
eAlt.2-1
In this option, using two PDN connections in turn is proposed to support RN’s mobility. When Mobile RN moves across donor cell’s border, it would be necessary to ensure UEs’ activity during PDN connections change if the operator wants to provide good experience to UEs. As the point to perform mapping function, RN’s PGW needs to know how to map UE EPS Bearer to RN EPS Bearer. Without such information, the mapping function should not be done correctly in the target side. Therefore, UEs’ bearers need to be transferred from old PDN connection to the new one and we need a procedure to transfer UE context between two PGWs. Up to now it does not have any mechanism to do such transfer, i.e. to transfer UE context and mapping information from one PGW to another.
Using PDN connections in turn can ensure the shortest LTE backhaul path, but it needs modifications on existing specifications to keep good user experience. No more optimization on path optimization is needed for this option.
eAlt.2-2
The option of eAlt.2-2 has separated RN’s SGW and RN’s PGW. When the Mobile RN moves into a new area which leaves far away from initiate area, the EPC nodes which served for the Mobile RN can be re-selected by existing procedure, i.e. handover procedure.

The LTE backhaul in this option is always terminated in initial DeNB due to it embedded with RN’s PGW. Shortening LTE backhaul is facilitated for the path optimization.
RN’s SGW can be relocated during RN movement. RN’s MME can select a new RN’s SGW if the Mobile RN runs too far away from start point. It is possible to select a PGW for Mobile RN and closer to it to shorten partial of traffic path.
eAlt.2-3
This option has separated RN’s GWs, which is a similar architecture with Alt.2 except to the location of Relay GW/RN’s SGW/PGW. The location of Relay GW/RN’s SGW/PGW is fixed in initial E-UTRAN and it could not to be changed to keep activity of UE bearers. Because the GWs are co-located in same entity, they will be changed together if an optimized path mechanism is applied.
Alt.4

In this option, RN’s SGW/PGW does not have the function to mapping UE EPS bearer to RN EPS bearer. The user plane path of UE is different with the user plane path of Mobile RN. No optimization on RN’s user plane path is needed for this option.
2.4 The solution based on multi-PDN connection
According to discussion in section 2.3, some optimization can be done for Alt.1 (under the assumption that RN’s SGW can be relocated) and eAlt.2-2. This solution is based on multi-PDN connection concept which has been already defined in R8 by SA2. The solution cannot solve path optimization completely, but it is beneficial to the issue.
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In Release 8, UE can support multiple PDN connections at the same time. All of these PDN connections can connect to different PGWs. For the UE who roaming in VPLMN and supporting local breakout, it can own two PDN connections at same time, one connects to HPLMN and another connects to VPLMN.

Based on this concept, new EPC nodes served for Mobile RN can be selected when the Mobile RN moves into an area which is far away from start point. Mobile RN initiates UE requested PDN connectivity procedure to setup a new PDN connection towards a PGW which selected by RN’s MME, and the PGW is the one located closer to Mobile RN. The new PDN connection provides more optimized traffic path. At the same time, the old PDN connection is still alive to ensure ongoing service for UEs. The new PDN connection provides service for UEs which initiate service after new RN’s PDN connection established.
This solution excludes the possibility to introduce PGW relocation or PGW redirection mechanism, so the initial PGW for Mobile RN does not need to be changed. If all of UE EPS bearers carried by the old PDN connection are de-activated, the Mobile RN can de-activate the old PDN connection. Keeping the old PDN connection alive when the new one established is benefit to protect the activity of UE bearers. Although it still has an un-optimized path, it is a trade off for keeping UE bearers activity and providing optimized traffic path.
2.5 Comparison summary

Based on discussion in Section 2.3, the possibility of path optimization without PGW change for Mobile Relay options are listed as below.
	Metric
	Alt.1
	Alt.2
	eAlt.2-1
	eAlt.2-2
	eAlt.2-3
	Alt.4

	Possibility on path optimization
	Possible

Establishing new PDN connection(s) to achieve partial optimization.
Introduces extra HO latency between RN's P-GW and RN's S-GW to support path optimization.
	Impossible
	Not needed
	Possible

Establishing new PDN connection(s) to achieve partial optimization.
	Impossible
	Not needed


3 Conclusion

This paper discusses how to optimize traffic path for Mobile Relay architecture options. For Alt.1 and eAlt.2-2, a new PDN connection can be used to solve a part of path optimization. Alt.2 and eAlt.2-3 have a fixed RN’s SGW, without SGW relocation and PGW change, traffic path cannot be optimized. The solutions of eAlt.2-1 and Alt.4 do not need to do path optimization.
Considering the drawbacks of PGW change, we propose a solution which is based on multiple PDN connectivity. It is a trade off solution to keep UE bearers activity and provide optimized traffic path.

According to discussion above, we have following proposal:
Proposal 1: Introduce the comparison in Table 1 on path optimization into comparison table in TR 36.836.
Proposal 2: Considering the path optimization mechanism which discussed in Section 2.4.
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