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1 Introduction 

Last RAN3#74 meeting RAN3 has agreed some CRs R3-113121[1], R3-113166[2] to introduce the  “Time of MBMS data transfer” for the distributed MCE architecture deployment, for MCE to take into account for the synchronization of the corresponding MCCH Update. The MCE shall then ensure that the eNB applies the MCCH update in a synchronized way.  This has been reflected in Rel-11 specifications. However This new introduced function may conflict with the current architecture assumption. RAN3#75(Dresden) discussed R3-120188 which proposed to remove the newly introduced “Time of MBMS data transfer”, however very unfortunately that it could not reach conclusion. This contribution discusses further.

Please be noted that this discussion and possibly correction is very important because the ambiguity is not only related with a small part but a fundamental architecture deployment. 

2 Discussion
2.1 MCE definition

According to 36.300 chapter 15.1.1, it says for the MCE,

	Multi-cell/multicast Coordination Entity (MCE)

The MCE is a logical entity – this does not preclude the possibility that it may be part of another network element – whose functions are:
-
the admission control and the allocation of the radio resources used by all eNBs in the MBSFN area for multi-cell MBMS transmissions using MBSFN operation. The MCE decides not to establish the radio bearer(s) of the new MBMS service(s) if the radio resources are not sufficient for the corresponding MBMS service(s) or may pre-empt radio resources from other radio bearer(s) of ongoing MBMS service(s) according to ARP. Besides allocation of the time/ frequency radio resources this also includes deciding the further details of the radio configuration e.g. the modulation and coding scheme.

-
counting and acquisition of counting results for MBMS service(s).

-
resumption of MBMS session(s) within MBSFN area(s) based on e.g. the ARP and/or the counting results for the corresponding MBMS service(s).

-
suspension of MBMS session(s) within MBSFN area(s) based e.g. the ARP and/or on the counting results for the corresponding MBMS service(s).

The MCE is involved in MBMS Session Control Signalling. The MCE does not perform UE - MCE signalling.

When the MCE is part of another network element, an eNB is served by a single MCE.


Observation 1: it is clear from the description that only one MCE is in charge of the admission control and allocation of radio resource, for all the eNBs in one MBSFN area.  The distributive architecture contradicts this statement in the current specification and creates an ambiguity.
2.2 Discritubuted MCE and activation of MCE function
Rel-11 36.300 has a description for the deployment consideration:

	Deployment consideration

The two envisaged alternatives are shown in Figure 15.1.1-2. 
The architecture on the right part is defined as the "distributed MCE architecture". In this architecture, a MCE is part of the eNB and the M2 interface should be kept between the MCE and the corresponding eNB.
The architecture on the left part is defined as the "centralized MCE architecture". In this architecture, the MCE is a logical entity which means it can be deployed as a stand-alone physical entity or collocated in another physical entity e g eNB. In both cases of the centralized MCE architecture, the M2 interface is kept between the MCE and all eNB(s) belonging to the corresponding MBSFN area.
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Figure 15.1.1-2: eMBMS Architecture deployment alternatives


Observation 2: From the text highlighted, it is indicated that M2 interface should be kept between MCE and the corresponding eNB for distributed MCE architecture. This may be interpreted that even for the distributed MCE deployment alternative, the MCE acts as the central point of coordination to give control indication to the eNB(s).

Conclusion 1: So for the “distributed MCE architecture”, it consequently means that the eNB who does not activate the MCE function, even if receives but still will not process the M3AP: MBMS SESSION START REQUEST message. In another word, eNB who does not activate the MCE function will just ignore the M3AP: MBMS SESSION START REQUEST message.
2.3 Interpretation of distributed MCE deployment
It is necessary to clarify which of the following interpretation for distributed MCE deployment is correct.
Interpretation A) Even for distributed case, only one MCE is responsible for controlling the whole MBFSN area. 
Note: In following figure, even if for eNB2/eNB3 could have co-located MCE functions, eNB2/eNB3 would be still controlled by MCE1. 
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Figure 1: Interpretation A of the distributed MCE architecture

Interpretation B) for distributed MCE deployment the co-located MCE in each eNB is only responsible for the radio resource control of MBSFN transmission for this single eNB. 
Interpretation B is goes against observation 2 that says that only one MCE controls the whole MBSFN area. Also, it makes strict limitation because it is not possible to deploy eNB (without MCE function) in one MBSFN area with distributed MCE deployments.  Furthermore, if MCE1 MCE2 and MCE3 (in the following figure) process independently, it is not possible to maintain the synchronization in a MBSFN area because each MCE may allocate different radio resource.
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 Figure 2: Interpretation B of the distributed MCE architecture 
eNB without MCE function in the distributed MCE architecture: there will be also some eNBs in a MBSFN area that do not have MCE function at all. So considering that this case, it should be possible for MCE co-located in other eNB to control eNBs what without co-located MCE function in the same MBSFN area. This would be typical deployment as it would be unnecessary to enhance the MCE function located in each eNB in a larger MBSFN area which has multiple eNBs included after early deployment.
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Figure 3: Mixed deployment in distributed MCE architecture

Conclusion 2: the Interpretation B) which has distributed MCE in each eNB for a single MBSFN area that have multiple eNBs will not work. It will not only against the definition of MCE, but also will loss of synchronization in a MBSFN area.
2.4 New function the “Time of MBMS data transfer” in M3AP
On the other hand, the new function the “Time of MBMS data transfer” that was introduced in M3AP: MBMS SESSION START REQUEST message (and also e M3AP: MBMS SESSION UPDATE REQUEST message; similarly “Time of MBMS data stop” in M3AP: MBMS SESSION STOP REQUEST message) in RAN3#74, is targeting to have MCCH transferring in the air synchronized between eNBs in the MBSFN area. 

This new function will not needed for “centralized MCE architecture” because it is MCE who decides the MCCH update timing to be sent over the air, the indication from MME is not needed.

This new function will be only needed for the deployment of Interpretation B of “distributed MCE architecture”, however as in the conclusion 2 above, this Interpretation B does not work.

Conclusion 3: From the above observations and conclusions, it is concluded that this new function the “Time of MBMS data transfer” may not work.

There are also some more function will not work by the newly function the “Time of MBMS data transfer” in M3AP. Those are counting function, suspension function, resumption function. Those related description in 36.300 are shown in the Annex.
3 Conclusion and proposal 

Conclusion 1:For the “distributed MCE architecture”, it consequently means that the eNB who does not activate the MCE function, even if receives but still will not process the M3AP: MBMS SESSION START REQUEST message. In another word, eNB who does not activate the MCE function will just ignore the M3AP: MBMS SESSION START REQUEST message.
Conclusion 2: the Interpretation B) which has distributed MCE in each eNB for a single MBSFN area that have multiple eNBs will not work. It will not only against the definition of MCE, but also will loss of synchronization in a MBSFN area.
Conclusion 3: From the observations and conclusions, it is concluded that this new function the “Time of MBMS data transfer” is not needed and does not work.

· It is proposed RAN3 to check the new function the “Time of MBMS data transfer” that was introduced in M3AP in RAN3#74, will conflict with the eMBMS architecture.

· It is proposed to agree the companion CRs to remove the  “Time of MBMS data transfer” from M3AP.
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5 Annex
Those function in eMBMS that was described in 36.300, that need a single MCE to control all eNBs in a MBSFN area.

15.3.8
Synchronisation of MCCH Update Signalling via M2

The synchronised radio interface transmission from the cells controlled by different eNBs require means to ensure that the MCCH content is updated at the same modification period border in each cell belonging to the same MBSFN Area.

The MCE and the concerned eNBs maintain a common time reference which allows each node to be aware of the modification period boundary within an MBSFN Area. In addition, each node maintains a counter of modification periods which is incremented by one at each modification period boundary. This counter which is based on common start of the first MCCH modification period, allows the MCE to indicate to the eNBs at which modification period the MCCH update shall take place. The MCE shall ensure that it starts to inform all eNBs within the MBSFN Area well in advance. In case of the simultaneously change of the MCCH information and the MCCH related BCCH information, the eNB may use this counter to decide after which BCCH modification period the MCCH related BCCH information update takes place.
……
15.8.2.6
MBMS Service Counting Function

The MBMS Service Counting Function enables the MCE to perform counting and to receive counting results per MBMS service(s) within MBSFN area(s). MCE can perform counting only for those MBMS service(s) for which access has not been denied by the admission control function for the corresponding MBMS session(s).

……
15.8.2.7
MBMS Service Suspension and Resumption Function

The MBMS Service Suspension and Resumption Function enables the MCE to request the eNB that it may release the allocated RAN resources, may leave the IP multicast if already joined, shall update the MCCH information and shall suspend the MBSFN transmission while keeping the MBMS context for that service in the eNB. If the MCE subsequently requests the eNB for resumption, then the eNB shall allocate the RAN resources, shall send the MCCH change notification, shall update the MCCH information, shall resume the MBSFN transmission and shall join IP multicast if previously left. This MBMS Services Suspension and Resumption function is implemented by the MBMS Scheduling Information procedure as described in subclause 15.8.3.3.

Suspension/Resumption of MBMS service provision is applied to a whole MBSFN area.
……
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