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1 Introduction
In order for MRO to operate correctly it is important to discriminate MRO problems from non-MRO problems, e.g. as currently described in 36.300 MRO problems can be discriminated from Coverage problems by the use of mobility measurements in RLF report. 

If MRO acts on problems that are non-MRO problems, e.g. a coverage problem, the result is likely not an improvement. 

In the HetNet scenario and especially the CRE scenario there are connection failure problems that are neither coverage problems nor MRO problems. 
In CRE scenario it also needs to be considered if MRO needs to handle multiple Handover borders, for different capability UEs. 
2 Examples
Example 1: ICIC is employed at cell edge for PDSCH and PUSCH protection. A3 trigger is used to indicate when a UE enters an ICIC region. UE that is not in ICIC region (eNB has not received A3 in-region event) it is scheduled on non-interference-protected resources. Measurement report(s) fails, RLF is triggered. 
Corrective action: change the A3-threshold for in-ICIC-region-reporting. 

Example 2: eICIC is used in CRE region for protection of DL L1 signalling channels. The UEs in the network is a mix of eICIC and non-eICIC-capable UEs (rel-9 UEs), or maybe UEs capable of interference cancellation (rel-11 UEs).  Non-aggressive Handover thresholds must be applied to non-eICIC UEs, that cannot support the full CRE. Thus MRO needs to take separate actions with respect to eICIC-capable and eICIC-non-capable UEs, i.e. MRO needs to manage multiple HO borders separately.  Corrective action: MRO corrective actions to be considered separately for multiple handover borders. 
Example 3: eICIC is used in CRE region for protection of DL L1 signalling channels. The UEs in the network is a mix of UEs for different capabilities that need different handover borders. In the CRE region, there will be a mix of UEs connected to the aggressor cell and UE connected to the victim weak cell, thus this scenario is a lot more complex that the usual connected-to-best-cell scenario w.r.t. UL interference (e.g. a single UE connected to a weak pico cell may be surrounded in all directions by UEs connected to the macro cell). Thus it is clear that UL interference needs to be managed carefully by RRM algorithms. 
Corrective action: for UL connection failures allowing UEs to transmit at higher power to make signalling successful. 
Example 4: eICIC is used in CRE region for protection of DL L1 signalling channels. Load in aggressor cell increases and eICIC ABS pattern is made very sparse to be able to use more radio resources in the aggressor cell (e.g. by eICIC X2 signalling). Connection failure rate increases, as the result is that there are fewer interference-protected resources to transmit signalling (e.g. HO command), that delays multiple transmissions. Note that at cell edge it is normal that several repetitions are needed to successfully transfer information. 
Corrective action: make ABS pattern more dense. 
Example 5: In a HetNet environment small cells are placed within the coverage of other cells. CRE may be used to increase the range of the small cell. eICIC and ICIC may be used. Connection failures are predominantly due to interference, especially if CRE is used, in the small cell. During low or medium load the success rate may be 100%. At busy hour, or busy minutes, connection failure rate increases because the interference increases. Day time traffic peaks may have somewhat different effect than evening time traffic peaks as UL-DL (a)symmetry may be different. As traffic grows in an area, the busy hour peaks get longer and more dominant and average mobility performance 
Corrective action: For predictable and less-load-dependent behaviour, apply MRO only at high traffic hours. 
Example 6:  Simulations provided in the RAN2 HetNet mobility study indicates that DRX has very high impact on mobility success, especially long DRX. This is not surprising and was technically clear already when DRX was introduced in Rel-8. We further note that connection recovery is quite fast in a LTE/SAE network. Thus a network that uses long DRX needs to expect high connection failure rates, and should probably only use long DRX only for UEs with non-real-time applications, where the connection recovery may have low impact on QoE. 
Corrective action: No MRO corrective action at all for UEs in long DRX, allow high failure rates for those. 
3 Discussion
The examples above illuminates the following differences in the HetNet and CRE scenario compared to a “normal” scenario: 

·  This is a high interference scenario, where connection failures are likely due to interference rather than pathloss and shadowing, making it less predictable with respect to failure and success rates.
·  Connection robustness in a CRE scenario is dependent on interference mitigation techniques like eICIC, ICIC, UE interference suppression (rel-11), Carrier Aggregation cross carrier scheduling, and more careful UL power control. 

·  The usage of the CRE connection robustness mechanisms are restricted by UE capabilities, meaning that there may be different groups of UEs for which different hand-over borders apply and for which there may be different connection robustness performance. 

It is also illuminated how DRX impact on mobility and connection robustness may be viewed. 

We note that if we apply MRO blindly in these scenarios, the effects could be: 
·   MRO would always strive to reduce the CRE in the presence of connection failures, reducing the offload ability of the small cell, even if it would be more preferable to optimize or enable interference mitigation techniques. 
·    Applying MRO also to UEs in long DRX, a stable optimized working point may never be reached as performance would always be bad in long DRX. Also MRO would not perform proper optimization for UEs without or in short DRX cycles, as those would have lower failure rates, but those would also be running real-time applications, for which mobility performance really matters. 

·   Applying MRO on average rates may mislead the operator to believe that connection failures and mobility robustness if predictably under control, while performance may decrease significantly as load grows. 

4 Possible solutions and Proposals 
CRE connection robustness and DRX could easily be taken into account by “source” eNB when analyzing the problem signature, as the “source” eNB can know the exact UE configuration and external factors such as interference at the time of failure. The problem could be classified as either Normal MRO: [tooEarly, tooLate or WrongCell], or non-MRO-problem. Such classification is needed to prevent that MRO takes action for problems it should not take action for.

This can be done today, without any further stage-3 standardization, except for the case of NAS recovery, which is assumed to be a common case. A simple solution that is already well known in RAN3 is to introduce support for RLF report correlation with UE context also for the NAS recovery case.  We think R11 MRO should allow such solution. 

Proposal 1: It shall be possible to discriminate between MRO problem (e.g. [tooEarly, tooLate or WrongCell]) and non-MRO-problem, where non-MRO problem in addition to coverage problem would include interference control problem and DRX problem. 
Proposal 2: It shall be possible for an eNB that has the UE context related to the problem event, to make the discrimination above by use of information in the UE context.  

Proposal 3: The analysis above should be possible also in the case of NAS recovery following very quickly upon the connection problem.  
Taking MRO into account only for busy hour or high load situations could be done today, without any further stage-3 standardization. 
Proposal 4: It should be discussed in RAN3 if the load dependent behaviour of connection robustness need to be further taken into account, e.g. in stage-2 documentation. [image: image1.jpg]Y




