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1 Introduction 

During this RAN3 (RAN3#75) meeting couple of contributions presented that implied that in RAN3 companies have different understanding about the distributed MCE architecture. It was also generally acknowledged by majority of companies that the at least stage-2 specification currently is ambiguous with respect to distributed MCE architecture and needs to be corrected. This document attempts to make the common understanding on this topic and necessary corrections needed in the specification.
2 Discussions
According to TS 36.300:section 15.1.1:
Multi-cell/multicast Coordination Entity (MCE)

The MCE is a logical entity – this does not preclude the possibility that it may be part of another network element – whose functions are the admission control and the allocation of the radio resources used by all eNBs in the MBSFN area for multi-cell MBMS transmissions using MBSFN operation. The MCE decides not to establish the radio bearer(s) of the new MBMS service(s) if the radio resources are not sufficient for the corresponding MBMS service(s). Besides allocation of the time/ frequency radio resources this also includes deciding the further details of the radio configuration e.g. the modulation and coding scheme. The MCE is involved in MBMS Session Control Signalling. The MCE does not perform UE - MCE signalling.
Observation1: Above description clarifies that only one MCE is in charge of the admission control and allocation of radio resources for all the eNBs in one MBSFN area irrespective of whether the deployment is centralised or distributed.  In other words, there is no distinction made whether MCE is functioning in the centralised or distributed deployment scenario. 
Release-9
Deployment consideration

It is not precluded that M3 interface can be terminated in eNBs. In this case MCE is considered as being part of eNB. However, M2 should keep existing between the MCE and the corresponding eNBs. This is depicted in Figure 15.1.1-2 which depicts two envisaged deployment alternatives. In the scenario depicted on the left MCE is deployed in a separate node. In the scenario on the right MCE is part of the eNBs.
Release-10

The two envisaged alternatives are shown in Figure 15.1.1-2. In case the MCE is deployed as part of the eNB, as shown in the right hand side, the M2 interface should be kept between the MCE and the corresponding eNB
Release-11
The two envisaged alternatives are shown in Figure 15.1.1-2. In case the MCE is deployed as part of the eNB, as shown in the right hand side, the M2 interface should be kept between the MCE and the corresponding eNB.

The architecture on the right part where an MCE is part of the eNB is defined as the "distributed MCE architecture" and the architecture on the left part with a stand-alone MCE is defined as the "centralized MCE architecture".
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Observation 2: Above text indicates that M2 interface should be kept between MCE and the corresponding eNB even for the co-located MCEs. This in fact means that even for the distributed MCE deployment alternative it is still one MCE act as the central point to give control indication to the eNBs.
Observation3: The above two interpretations consequently mean that the eNB  which does not activate the MCE function, even if receives but still will not process the M3AP: MBMS SESSION START REQUEST message. In another word, eNB who does not activate the MCE function will just ignore the M3AP: MBMS SESSION START REQUEST message.
Therefore, it is necessary to clarify which of the following interpretation for distributed MCE deployment is correct. 
Interpretation A) Even for distributed case, only one MCE is responsible for controlling the whole MBFSN area. 
Note: In following figure, even is for eNB2/eNB3 could have co-located MCE functions, eNB2/eNB3 would be still controlled by MCE1. 
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Figure 1: Interpretation A of the distributed MCE architecture

Interpretation B) for distributed MCE deployment the co-located MCE in each eNB is only responsible for the radio resource control of MBSFN transmission for this single eNB. 
Note: Interpretation B is goes against observation 2 that says that only one MCE controls the whole MBSFN area. Also, it makes strict limitation because it is not possible to deploy eNB (without MCE function) in one MBSFN area with distributed MCE deployments.
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 Figure 2: Interpretation B of the distributed MCE architecture
Question 1: Which interpretation about the distributed MCE architecture (Interpretation A or Interpretation B) is correct? 
	Company
	Comments

	NEC
	Current Stage-2 specification indicates that Interpretation A is the correct interpretation.

	
	


Second issue that was discussed that in the distributed MCE deployment (i.e. MCE is co-located in the eNB) it should be possible for this co-located MCE should be able to control eNBs (without co-located MCE function)  in the same MBSFN area. This would be typical deployment scenario as it would be unnecessary to enhance the MCE function located in each eNB in a larger MBSFN area which has multiple eNBs included after early deployment [5]. 
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Figure 3: Mixed deployment in distributed MCE architecture

Question 2: If you think that interpretation B is correct then how would mixed deployments where some eNB does not have MCE function will be realised? 

	Company
	Comments

	NEC
	Keeping interpretation A in mind, there is no problem to realise mixed deployment where certain eNBs does not have MCE function. Of course this is certainly a problem with interpretation B because according to interpretation B it is mandatory for each eNB in the MBSFN area should have co-located MCE.

	
	


3 proposal 
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