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1   Introduction

At the RAN3#73 meeting, the mobility enhancements between eNB and open/hybrid HeNB are determined as usecases with high priority [1]. This contribution mainly discusses the direct X2 and X2 proxy solutions for enhanced mobility between eNB and open/hybrid HeNB. 
2   Discussion
There are two solutions to support mobility enhancement between eNB and HeNB. 

· Direct X2, i.e. a macro eNB is directly connected to a HeNB, as shown in Figure 1.
· X2 proxy, i.e. a macro eNB is connected to a HeNB via a HeNB GW, as shown in Figure 2.
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          Figure 1 Direct X2 solution                    Figure 2 X2 proxy solution
Unlike a HeNB which only covers a small area and thus the number of neighbouring cells is limited, a macro eNB covers much larger dimension. In some scenarios, e.g. a high density of stores in a mall area, there are a large number of HeNBs to be deployed in the coverage of macro eNB. Compared with direct X2, introducing the X2 proxy has the following advantages: 
· A macro eNB only needs one X2 interface with a HeNB GW. Thus, X2 proxy reduces the number of X2 connections towards the macro eNB, and accordingly reduces SCTP associations. 
· The macro eNB is not required to be upgraded in order to support a large amount of SCTP associations with neighbouring HeNBs. 
· X2 proxy simplifies the maintenance complexity of X2 interface due to less X2 interface to macro eNB, such as SON functionality of X2 interface.
· X2 proxy lowers InterOperability Testing. For a macro eNB, the IOT is only required for a HeNB GW, not needed for every neighbouring HeNB which may belong to different vendors. 
· HeNB GW serves as concentrator both for control plane and transport layer, the signaling overhead can be significantly optimized.
· X2 proxy satisfies SA3’s requirement on traffic going through the central security gateway, hence provides better security support. 
In case that few HeNBs are deployed in the macro eNB’s coverage, using the X2 proxy does not have the significant benefit comparing with the scenario of a high density of HeNB, and also causes inefficiency on both user plane and control plane. Signaling process at HeNB GW increases delay. User data has to be routed through HeNB GW which is not optimizing routine. Thus, for a low density of HeNB, it is sufficient to use the direct X2. In addition, if there is no deployment of HeNB GW, the direct X2 is the only appropriate solution. 
Proposal 1: For a high density of HeNB, the X2 proxy is quite suitable; and for a low density of HeNB or for the case with no deployment of HeNB GW, the direct X2 can be fully used.

Between one pair of macro eNB and HeNB, either direct X2 or X2 proxy may be supported, but not both at the same time. For a pair of macro eNB and HeNB, OAM may configure either supporting of direct X2 or X2 proxy according to the specific network deployment. Once the decision is made by OAM, the corresponding TNL address discovery and X2 setup procedures can implemented, as shown in the Figure 3 and Figure 4. 

[image: image2.emf]HeNB2 HeNB GW MME eNB1

S1: eNB Configuration Transfer

(HeNB2 ID, TAI2, eNB1 ID, TAI 1)

S1: MME Configuration Transfer

(HeNB2 ID, TAI2, eNB1 ID, TAI 1)

S1: eNB Configuration Transfer

(HeNB2 ID, TAI2, eNB1 ID, TAI 1)

S1: MME Configuration Transfer

(HeNB2 ID, TAI2, eNB1 ID, TAI 1,

eNB1 TNL address)

X2 Proxy

Direct X2 

S1: eNB Configuration Transfer

(HeNB2 ID, TAI2, eNB1 ID, TAI 1,

eNB1 TNL address)

S1:MME Configuration Transfer

(HeNB2 ID, TAI2, eNB1 ID, TAI 1,

eNB1 TNL address)

S1: eNB Configuration Transfer

(HeNB2 ID, TAI2, eNB1 ID, TAI 1)

S1: eNB Configuration Transfer

(HeNB2 ID, TAI2, eNB1 ID, TAI 1)

S1: MME Configuration Transfer

(HeNB2 ID, TAI2, eNB1 ID, TAI 1)

S1: eNB Configuration Transfer

(HeNB2 ID, TAI2, eNB1 ID, TAI 1,

eNB1 TNL address)

S1: MME Configuration Transfer

(HeNB2 ID, TAI2, eNB1 ID, TAI 1,

eNB1 TNL address)

HeNB2 detects neighboring eNB1 and gets the 

eNB1's information (PCI, ECGI,TAI1) via ANR 

X2: X2 Setup Request

X2: X2 Setup Response

X2: X2 Setup Request

X2: X2 Setup Response

X2 Connection


Figure 3 HeNB2 detects neighbouring eNB1

Figure 3 illustrates that HeNB2 detects neighbouring eNB1, and HeNB2 initiates the TNL address discovery procedure. If X2 proxy is configured to use between eNB1 and HeNB2, but there is no X2 connection between HeNB GW and eNB1, when the HeNB GW receives MME Configuration Transfer carrying eNB1 TNL address, it will not forward this message, so that avoid the X2 interface to be setup directly between eNB1 and HeNB2. In this way, the X2 interface can be established between eNB1 and HeNB GW, and further the X2 proxy can be supported between eNB1 and HeNB2. 
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Figure 4 eNB1 detects neighbouring HeNB2
Figure 4 illustrates that eNB1 detects neighbouring HeNB2, and eNB1 initiate the TNL address discovery procedure. If X2 proxy is configured to employ, but no X2 connection exists between eNB1 and HeNB GW, when the HeNB GW receives MME Configuration Transfer, it should stop sending this message to HeNB2 and return the HeNB GW TNL address in the replying ENB Configuration Transfer to MME. If the direct X2 is expected to be applied, the HeNB GW needs to continue forwarding the MME Configuration Transfer to HeNB2 after the HeNB GW receives this message. Instead of the HeNB GW TNL address, the HeNB2 TNL address should be obtained by eNB1, thus the direct X2 interface is established between eNB1 and HeNB2. 
Proposal 2: OAM may configure either direct X2 or X2 proxy to be supported between one pair of macro eNB and HeNB according to the specific deployment, but not both at the same time. 
3   Conclusion

In this contribution, we discuss the direct X2 and X2 proxy relating to the enhanced mobility between eNB and HeNB. It is proposed that RAN3 to take the discussion into account and agree the following proposals:

Proposal 1: For a high density of HeNB, the X2 proxy is quite suitable; and for a low density of HeNB or for the case with no deployment of HeNB GW, the direct X2 can be fully used.

Proposal 2: OAM may configure either direct X2 or X2 proxy to be supported between one pair of macro eNB and HeNB according to the specific deployment, but not both at the same time. 
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