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1. Introduction
There are 2 eMBMS architecture deployment alternatives defined in [1] which are centralized stand alone MCE and distributed MCE located in eNB. These two alternatives are equally valid to be used. 

At the beginning the distributed MCE architecture was designed for static and simple use of eMBMS or temporary deployments of eMBMS at the first phase. It can accelerate the operator’s deployment of MBMS service in LTE. It will not support so many dynamic and complex functions of MBMS service types and scheduling. OAM method is the common understanding for the distributed MCE deployment to keep consistent configuration in different eNBs of MBSFN transmission. But right now there are some issues that need to be reconsidered for the distributed MCE deployment scenario.
In this document we discuss one particular issue that distributed MCE deployment scenario face and look at how to solve it.
2. Discussion
At first we list some common background information and understanding for the architecture deployment of distributed MCE located in eNB as our discussion basis:
· For the distributed MCE deployment MCE is part of the each eNB. But there is no interaction and interface definition between MCEs, i.e. no coordination among MCEs in each eNB. 
· The M2 interface should be kept between the MCE and the corresponding eNB. It would be implemented as an internal interface of eNB.
· In principle one MBSFN area is controlled by one MCE but for distributed MCE deployment each MCE in eNB is only responsible for the radio resource control of MBSFN transmission for this single eNB. 
· Distributed MCE in eNB is implemented by the method of OAM pre-configuration for the corresponding MBMS RB parameters. All the eNBs within the same MBSFN area would have the same MBMS RB parameters configuration.
· There is the same rule for all distributed MCE in eNB to select RB parameters for each MBMS service according to its QoS requirement. And the arrangement of the actual radio resource blocks for the MBMS service data transmission also obeys the fixed and same rules.
· Content synchronization mechanism would be also acting to guarantee the MBSFN transmission. All the eNBs would be aligned with their modification period boundary.
· MCCH and MTCH can be multiplexed on the same MCH and it also requires the synchronization of the MCCH message updating in all the eNBs.

The idea of the distributed MCE architecture that we standardized 4 years ago was assuming static and simple use of eMBMS or temporary deployments of eMBMS.

But right now as the discussion progresses in the 3GPP some new problems that does not consider before in the distributed MCE architecture need to be discussed and solved. 
Problem of  MCCH update synchronization issue
In distributed MCE architecture, how do all the eNBs in an MBSFN area know when to apply the MCCH changes simultaneously? 
In the stand alone MCE architecture, the MCE indicates the exact time to apply changes via IE “MCCH Update Time” in the M2AP signalling MBMS SCHEDULING INFORMATION [2]. MCE and eNB maintain a common time reference which allows each node to be aware of the modification period boundary and the modification boundary in all eNBs are aligned. In addition, the centralized MCE should ensure all the eNBs can receive the same MBMS SCHEDULING INFORMATION within the same modification period. Then it can guarantee all eNBs can update the MCCH at the same time. 
But this particular coordination is not possible with distributed MCE architecture. At first there is no such a centralized coordination node, i.e. stand alone MCE, to indicate such time to all eNBs. Although the upstream node MME would look like a central node to forward the MBMS SESSION START REQUEST message via M3 interface to the all eNBs in the distributed MCE architecture. But it is possible that the eNBs within one MBSFN area would controlled by multiple MMEs. Otherwise MCCH change are anyway MCE decisions not MME decisions. So it is not appropriate to let MME controls MCCH updating. 
Another issue is that possibility for receiving MBMS session start message at distributed MCEs in different MCCH modification period. This is because in the distributed MCE architecture the number of MCE nodes can be quite important meaning some processing time for the MME. With the current relative time indicated with number of MCCH modification period it would lose the synchronization MCCH updating. 
To resolve this problem the following solutions can be considered for the distributed MCE architecture:
Solution 1: Session Start ignored
Fixed services are delivered with start time known in advance in the MCE/eNB nodes. This means that the time to notify a service over MCCH is pre-configured in advance, but also the time of joining the IP multicast for data delivery. This also means that the SESSION START message and information is somehow ignored. If this solution is assumed, it should be captured in TS36.300.
Solution 2: common time reference in MME
At first, the fixed number of modification periods should be defined MCCH updating such as 1 MP at least for some very limited time to start service and 2 or 3 MPs for the general service. It should be preconfigured in all eNB with OAM. And the basic rule to apply these parameters is prescribed in all eNBs.

Secondly, MME should get the knowledge of modification period and have the common reference point at the MME and eNB of the modification period. Similar as the stand alone MCE scheduling M2AP signalling MBMS SESSION START REQUEST to all eNBs received in the same modification period, MME also needs to schedule sending the M3AP signalling MBMS SESSION START REQUEST to guarantee all eNBs (MCEs) receive it in the same modification period, for example at the beginning of one modification period (assuming that delivery to all eNBs will take far less than one MP duration). Then all eNBs can deal with the MCCH updating with the same MP reference and according to above preconfigured parameter they can achieve the same MCCH updating time. Enabling common time reference point may be done using implementation method without much specification impacts. But enabling common reference point for multi-vendor MMEs/eNBs in a MBSFN area may however be troublesome.
Moreover, this solution assumes that all SESSION START messages can be delivered within one MP by the MME which may not be possible in the distributed MCE architecture due to high number of MCE nodes.

Solution 3: “absolute start time” added to the Session Start message
Another solution could be considered to modify the IE ‘Minimum Time to MBMS Data Transfer’ field in M3AP signalling MBMS SESSION START REQUEST [3]. Currently it is a relative time between the transmission of the MBMS SESSION START REQUEST message to the MCE and the actual start of the data transfer. But as the eNB would receive M3AP signalling MBMS SESSION START REQUEST at the different side of one modification period boundary, so the eNBs cannot use this relative time as the common reference to derive at the same time to change MCCH information. Then we can modify this time value using an absolute start time of service transmission or better introduce a new IE in the message representing the absolute start time and only to be used for distributed MCE architecture. This way all eNBs can at least choose a backoff time based on this absolute start time. But this change would affect Session Start Request signalling over SGmb, Sm, M3 interfaces and need liaising other groups.
3. Conclusion

We ask RAN3 to discuss the above mentioned issue of coordinated MCCH update in the distributed MCE architecture. Given that neither option 1 nor option 2 can solve the problem, we make the following proposal for the distributed MCE architecture:

Proposal1: Modify the IE ‘Minimum Time to MBMS Data Transfer’ field in M3AP signalling MBMS SESSION START REQUEST or introduce a new “Absolute Start Time” of service transmission. All eNBs can use this absolute time as the common reference.

Proposal2: liaise SA2 and CT4 in order to add the new IE in all SESSION START messages.

Proposal3: agree on the CRs in tdocs R3-112946 and R3-112947.
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