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1 Introduction 

RAN sharing deployment scenarios have already been popular since quite some time and standard means to allow these scenarios have been introduced since Rel 5. 
In this paper NEC propose to enhance the RAN Sharing functionality in order to accommodate new operators business models which takes into account different traffic generated by each operator on shared resources as well as different technology assets owned by each operator.

2 Discussion

Currently, following scenarios have been considered when specifying the RAN sharing feature:

· Sharing only RAN nodes
· With common or split frequencies
· Sharing EPC as well as RAN nodes
· With common or split frequencies
In the above case, it is assumed that all operators will own an equal share of the network. This may only be ideal for scenarios where operators have similar traffic needs or where operators decide to share not only network resource but also business processes.

However there may be cases where operators may be willing to own different share of the network (e.g. in case operator have very different traffic template or when for example the owner of the network is not a service provider/operator).

In such a scenario (i.e. operators owning different shares of the network resources) it is important that the standard has all the means to:

· Guarantee a fair usage of network resources according to their share acquired/granted
· Monitor that the network is performing according to what was sold them
· to accommodate this scenario for feature like Load Balancing, MME Overload etc.
In order to secure a fair usage of the network and allow network to be monitored per PLMN id, it is important that the PM counters which are specified in are defined per PLMN id. Here are some examples:
· Counters useful for the planning and network re-dimension

· These are counters related to RRC Connection (Request, re-establishment) and E-RAB related procedure (Setup, Release and modify)

· Counters related to the resource utilization

· These are counters related to the PRB usage, RACH usage, throughput related measurements (on IP layer as well as PDCP), active UE measurements

· Counters useful for optimization activity

· These are counters related to the handover procedure (Intra frequency, inter frequency, inter RAT  etc.)
In addition, NEC believes that some of the existing 3GPP features to be enhanced to accommodate this case as well (see below).
NNSF (NAS Node Selection Function)
The NNSF, among other functions, foresees that the eNB routes UEs attaching to the network (i.e. GUMMEI not available) based on the EPC capacity. The EPC capacity is informed by the MME to the eNB via Relative MME Capacity IE in S1 SETUP RESPONSE. If the EPC capacity is shared among different service providers, the eNB should be aware of the MME Capacity per PLMN. Thus there should be a Relative MME Capacity IE per PLMN.
MME Overload

In case of GWCN, the MME Overload procedure needs to be enhanced so that MME can indicate to the eNB that the traffic of a particular PLMN should be rejected.
This for example would be the case when PLMN 1 and PLMN 2 have a 50-50 split of the EPC and the MME reaches a high processing load and thus triggers the MME Overload procedure. In case the PLMN 1 is using most of the resources in MME, then MME should indicate to the eNB that user requests belonging to PLMN 1 should be the ones to be rejected.

If the situation then changes such that both PLMN are equally using the EPC resources, then MME could indicate both PLMNs in the new MME Overload message

In order to do that, a list of requesting PLMN id IE should be added in the MME Overload Start and MME Overload Stop.

X2 Load Balancing
In order to understand why and how to enhance the load balancing related procedure, two use cases have been highlighted below:

Scenario 1:

· Cell 1: 50% loaded

· PLMN1 contribute on the load with  40%

· PLMN2 contribute on the load with   10 %
· Cell 2: 80% loaded

· PLMN1 contribute on the load with  30%

· PLMN2 contribute on the load with   50 %

In such a scenario there is clear an unbalance usage of the resources from the 2 PLMNs. The enhanced Load Balancing should work as follow:

· Cell 1 and cell 2 will exchange info on their load per PLMN id

· Cell 2 will start load balancing i.e.:

· Offload UEs of PLMN 2 in cell 2 to cell 1 (i.e. reduce the threshold of HO trigger). In this case load in cell 2 is reduced trough offloading
· Propose cell 1 to delay HO of PLMN 2 (i.e. increase the threshold of HO trigger). In this case cell 2 make sure that the HO of PLMN2  incoming UEs is delayed
Scenario 2:
Cell 1: 50% loaded

· PLMN 1: contributes on cell load with 40%

· PLMN 2: contributes on cell load with 10 %

Cell 2

50% loaded

· PLMN 1 contributes on cell load with 25%

· PLMN 2 contributes on cell load with 25 %

The 2 cells have same load and according to existing algorithm there would be no Load balancing actions. However if the HO trigger is per PLMN, then LB actions could be:

· Offloading PLMN1 UEs from cell 1 to cell 2 (i.e. reducing the threshold of HO trigger for PLMN 1 from cell 1 to cell 2)

· Signal this via X2AP: Mobility Change Request message and propose cell 2 to delay HO of PLMN 1 UEs towards cell 1 (i.e. increase the threshold of HO trigger from cell 2 to cell1 of PLMN 1 UEs)

· Delay HO of PLMN 2 UEs from cell 1 to cell 2

· Signal this via X2AP: Mobility Change Request message and propose cell 2 to advance HO of PLMN 2 UEs towards cell 1 (i.e. reduce ho trigger from cell 2 to cell1 of PLMN 2 UEs)

To recap, in order to have a load balancing working per PLMN, there would be a need for eNBs to know the capacity of each neighbor per PLMN (currently only the total cell BW is exchanged in X2 Setup). The eNBs should exchange the info on their resource status on a PLMN granularity and finally the action (i.e. change of the HO trigger) should also be performed on a PLMN granularity. Accordingly, following changes would be needed:
· Change in X2 Setup/eNB Configuration Update

· Adding PRB usage/available capacity IE per PLMN id in both Request and Response message

· Change in Resources Status Request/Report

· Adding requesting PLMN IE in Resource Status Request

· Adding reporting PLMN IE in Resource Status Report

· Change in Mobility Settings Change procedure (or Mobility Change Request message)
· Adding PLMN id to inform the node/cell less loaded to delay the handover of UEs of a certain PLMN (i.e. the PLMN which is using most of the resources of the overloaded eNB)

RRC Impacts
The eNB should be able to monitor the resources used by each PLMN against their granted ones. Whenever one PLMN has reached the maximum granted resources, eNB may block further connection request from that PLMN using the ac-barring info at SIB2 (system information block 2). In order to do that, the IE in SIB 2 should be set per PLMN.
3 Conclusion

In this paper NEC has analysed a new RAN sharing scenario where different operators have different shares of network resources based on their traffic needs, their asset and finance. 

NEC would like to  propose following changes in the standard in order to accommodate this scenario:
· New PM counters as listed in slide should be added in 32.425 

· S1AP S1 Setup Response
· Relative MME Capacity IE should be defined per PLMN
· S1AP MME Overload Start

· Adding Requesting PLMN id

· S1AP MME Overload Stop

· Adding Requesting PLMN id

· X2AP X2 Setup Request

· Adding PRB usage/available capacity IE per PLMN

· X2AP X2 Setup Response

· Adding PRB usage/available capacity IE per PLMN

· X2AP eNB Configuration Request

· Adding PRB usage/available capacity IE per PLMN

· X2AP eNB Configuration Response

· Adding PRB usage/available capacity IE per PLMN

· X2AP Resources Status Request/Report

· Adding requesting PLMN IE

· X2AP Resources Status Request/Report

· Adding reporting PLMN IE

· X2AP Mobility Change Request

· Adding HO trigger per PLMN id
· RRC SystemInformationBlockType2:ac-BarringInfo/ac-BarringForMO-Data should be defined per PLMN.

It is proposed to discuss the contribution and agree on the changes proposal.
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