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1 Introduction 
In Previous RAN3 meeting, issues related to MBR larger than GBR are discussed. Contribution in [4] proposed that “in order to reduce the amount of dropped data, a mechanism to increase the time between packet drops has to be introduced”. In this contribution, one packet dropping enhancement based on that in Rel 9 is proposed.
2 Discussion
In release 9 eMBMS, traffic packets are scheduled based on synchronization sequence and scheduling period. One or more sycnhronization sequences are scheduled in a scheduling period. Packets can’t be scheduled in one scheduling period are dropped as following figure shows:
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For MBR = GBR, this approach is good enough since radio resources are well suited to MBMS traffic requirement, and no significant overflow is forseen.  But, if MBR can be larger than GBR, it’s extremly hard to allocate a suitable radio resources amount to balance both resources efficiency and requirements. Thus, either extra wast of radio resources or significant packet drop can be expected.
In conclusion, we think the mechanism in Rel9 need to be enhanced to adopt MBR > GBR.
2.1 Enhancement - Schedule period group approach
In this solution, a number of consecutive scheduling periods are bundled to make a schedule period group. In each single schedule period, eNB schedules service data according to SYCN protocol, and:

If overflow is detected in one schedule period, and the next schedule period belongs to the same group of previous one, the overflowed data are scheduled to next schedule period as a part of SYNC burst in next period. If next schedule period belongs to another group, the overflowed data are dropped. 

Following figure shows the basic idea:
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Figure 2 Schedule period group based scheduling 
Balancing Flow smoothing and delay 

By scheduling overflowed data into next schedule period, this solution provides an alternative to dropping overflowed data, thus prevents degrade of service QoS when overflow occurs. 
And it also provides a kind of bit rate smoothing within the schedule period group. To maximize smoothing gain, schedule period group can be set much longer than a single schedule period while each single schedule period is kept short to meet the delay and buffering requirement. 

It should be noted that when overflow occurs in the last schedule period of a group, service data has to be dropped even previous schedule period is padded. When service flow at the end of a group is bursty, flow smoothing may be less efficient. But this disadvantage can be compensated by longer schedule period group interval to decrease the chances of overflow.

As an example, we can configure schedule period as 320ms, and 10 or 100 schedule periods as a schedule period group. Thus, each service has one chance to be scheduled every 320ms, and service data are smoothed in 3.2s or 32s long interval. The probability of service data dropping will be decreased.

Above is just an example to show how this solution works. The actual schedule period group size depends on flow characteristic. It’s proposed to be a configurable size.
As a contrast, if we configure a long schedule period such as more than 1s, the delay becomes unacceptable.
Synchronization and Resynchronization
To synchronize overflow processing among eNBs, rules are defined to make eNBs make the same decision on which service’s which packets to be overflowed. By applying the same rules, synchronization among eNBs can be kept regarding which overflowed data will be scheduled into next schedule period.

As for resynchronization, there are 2 cases to be considered: case 1 is when multiple consecutive packets loss and case 2 is when eNB gets restarted.

For the case 1, with the help of SYNC PDU type 3, which carries length of each packets in conresponding Synchronization sequence, even 2 or more consequence packet loss occurs between BMSC and eNB, the eNB can forge fake packets to keep the scheduling synchronized without the necessicity of dropping a whole scheduling period. 
For the case 2, the restarted eNBs can’t be resynchronized at start of any schedule period within a schedule period group, because it can’t decide whether or not there are overflowed data from previous schedule period. And at star of each schedule period group, there are no data from previous schedule period, thus the eNB can get resynchronized at this point. Since eNB is not assumed to restart often, resynchronization delay in this case should not be a problem.

2.2 Comparison
In this section，some related approached are compraed :
	approach
	Long schedule period
	Short shceudle period
	Schedule period group

	Service data Delay 
	Long, 
Note：the largerest scheduling period in Rel9 is 10.24sec
	Short 
	short

= single schedule period length

	Radio resource requirement 
	Relative lower
	Relative higher
	Relative lower, 

	Suit for scenario of 
	Stringent radio resource requirement ,

Non-delay sensitive service 

low packet drop rate
MBR > GBR 
	MBR = GBR and low packet delay
	Low packet delay 
Stringent radio resource requirements
Low packet drop rate 
MBR > GBR


Comparison Table 

3 Conclusion 
It’s proposed to adopt scheduling period group based solution to meet packet delay and drop rate requirements when MBR can be larger than GBR.
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