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1 Introduction 

In ‎[1] several aspect related to energy saving (ES) have been discussed. Main attention is given to the inter-RAT scenario with 2G/3G overlay, avoidance of coverage holes and switch decisions based on local-policy as well as message exchange. The following discussion is intended to propose an unambiguous mechanism to support both, intra-LTE and inter-RAT ES. This approach should be supported by defining clear hierarchical responsibilities with respect to different ES states and state-change events. 
2 ES Constraints
Main requirements for an acceptable ES algorithm can be concluded as follows. In the sense of constraints ES actions shall:

· avoid coverage holes. In the majority of practical relevant scenarios the existence of overlay networks is a clear advantage to overcome such risks. Furthermore, very often multi-radio base stations are deployed which are co-sited and will provide similar coverage footprint in more than a single technology ‎[2].E.g. even in case there are temporarily coverage holes for a dedicated technology (e.g. LTE): From single network perspective no coverage hole exists if the legacy RAT is providing basic service. A wake-up mechanism can ensure that the LTE service is back in quasi real-time. It is assumed that all UEs are capable of 2G.
· not compromise user perception. In order to guarantee QoS for the incoming service requests a traffic detection mechanism should exist. The legacy RAT should have the capability to distinguish if it can provide the required service / QoS itself or if it has to trigger an activation of a superior RAT. Naturally the UE capabilities have to be taken into consideration. 

· maximise the energy saving potential by taking into account the power consumption and traffic situation. 

· avoid interference with existing SON features, but rather take advantage of already defined SON algorithms and definitions.

· not lead to instabilities and ambiguous / undefined states.

· do not require extensive OAM intervention but follow SON principles. 

A centralized approach seems to be able to rely more on proprietary solutions, the needed message exchange towards the OAM entity however may require standardized solutions. 

A distributed solution appears to be more challenging. The risk of coverage holes, ping-pong effects, unclear responsibilities is assumed to be rather high and would not encourage the deployment of such ES mechanisms. E.g. there could be collisions of switch off decisions, missing compensation, lack of QoS guarantees, deadlock situations etc.. 

To overcome these issues a strictly defined algorithm is required, which is able to handle all possible effects and maintains a stable situation.  
3 Solution Proposal

The proposed solution is relying on basic 2G coverage, i.e. a minimum GSM configuration should always be maintained. E.g. a 6 TRX GSM cell could go back to 1 TRX based on local policy but needs to ensure a sufficient low blocking for incoming signalling and service requests. 
This would be particularly important regarding emergency calls and legacy (2G-only) UEs in general. Therefore it shall be ensured that a wake-up mechanism can further activate (naturally) its own 2G TRX, but also 3G and LTE cells which are currently in ES state.

Furthermore it is proposed to evaluate the opportunity for an ES-state activation locally. A zero/low loaded 3G/LTE cell can make a decision to start a procedure but is not allowed to enter the state without acceptance from ES-compensation target cells. 
The compensation mode can be considered as a cooperation between the cell that is to enter ES state and its neighbours. The objective of the mode is to negotiate with the neighbours change of their configuration to maintain the necessary service level (see constrains listed in chapter 2). An example, of coverage compensation is presented in figure 1.
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Figure 1: Example of compensation mode: central cell compensates for the coverage of its neighbours in ES state.
In other words, the responsible node can decide to attempt an ES state (i.e. switch-off) but is responsible to find appropriate compensation. Inputs for such decision algorithm could be

· load situation

· knowledge of coverage (inter-RAT and/or intra-RAT)

· PM/KPI results, historical data

· power consumption 

· static OAM settings

· UE positions

· time schedules

· tbd.
In a next step a negotiation between the cell in ES-state (centre cell) and ES-compensation-state candidate cell (target cell) is suggested. 
Practically a request could be issued towards dedicated neighbours (target cell = a subset of the inter-RAT and/or intra-RAT neighbour cells) to provide the compensation (ES compensation state). This request should add information on the traffic amount to be offloaded, optionally further actions which are expected from the target cell (e.g. tilt-, power-modifications). If a sufficient number of ES-compensation target cells acknowledge the request, the centre cell can switch off. 
Switch-off information could be signalled to all cells which have the centre cell as neighbour. This information may be evaluated in those cells for potential adaptations (PCI, SIB, NC list etc.). Additionally all these cells which have the centre cell as neighbour may send a switch-on request for emergency purposes. This could be based on appropriate KPI-alarms. In such case the centre cell shall not be able to request a switch-off again until the issue is solved. An OAM alarm should be raised in order to trigger steps to analyse the problem further. 
Knowing the situation regarding load, power etc. of its own and of neighbour cells would also enable a controlling node to suggest towards other nodes that their cells may enter an ES-state. Also such type of request could be signalled. To limit the signalling and processing load the frequency of such requests could be controlled by e.g. appropriate timers.

In the normal case the cells in ES-compensation state switch on the ES-state cell, triggered by local policies (e.g. increasing load, QoS demands which cannot be handled by themselves). A sufficient hysteresis between low/high load thresholds can make sure that on/off ping-pong effects are reduced. 
In order to minimize the frequency of unnecessary wake-up events it would be an advantage to limit the number of cells which are taking part in a relation ES-state:ES-compensation-state. A great deal of such potential overhead can be avoided if -in the best case- there is a simple 1:1 relation, e.g. LTE and 2G (LTE and 3G) have identical coverage footprint. Knowledge on exact UE positions could also be used to solve potential issues here.
All scenarios may be further accompanied by local ES mechanisms, e.g. L1/L2 based ES functions. Each node should be responsible to cope with the required traffic and its QoS either by itself or by activating others currently in ES-state.  
4 Summary
A basic (2G) coverage needs to be maintained all time in order to support emergency calls as well as to detect incoming traffic demands. By deploying sophisticated traffic detection / wake-up functionalities even 3G/LTE coverage can be guaranteed, based on required QoS of the detected traffic. 

An exchange of ES-compensation requests, ES-state deactivation requests and ES-state suggestions may be deployed to have a clear hierarchy which avoids inconsistencies.

An emergency switch-on may be foreseen in order to prevent service degradation.

All local settings shall be fully configurable depending on operator policy. 
A further advantage of the proposed mechanism is that inter-RAT ES can be combined with the intra LTE / inter eNB case. Even in case that (unwanted or intended) coverage holes from LTE perspective are introduced by ES there would be always the back-up from legacy RAT(s) and additionally the respective wake-up capabilities. In this sense LTE coverage holes are virtually avoided.  

In a distributed solution the information exchange, as well as the sub-sequent (local) actions need to be specified. The local policies and algorithms can be proprietary and operator configurable. In a worst-case scenario, e.g. inappropriate settings, nothing would happen but maybe no cell would enter an ES state.
In a centralised solution the supporting messages are required, the policies could be defined centralized.
It is also proposed to approve the text proposal for the SI TR presented in chapter 5.

5 Text proposal for the TR (approved R3-101478)

	*** First change, omitted text not changed ***


6
Inter-eNB energy saving mechanisms (in addition to what was already specified in Rel-9)
6.1
Scenarios requiring further study

Compensation/ES mode

Energy saving solutions must not undermine service provisioning contracted between the operator and the users. In particular, following limitations must be observed when energy seving is enabled:
-
avoiding coverage holes

-
not compromise user perception
-
maximise the energy saving potential
-
avoid interference with existing SON features
-
not lead to instabilities and ambiguous / undefined states
-
do not require extensive OAM intervention but follow SON principles
The above limitations mean that in order to maintain consistency of the network, the decision of entering ES state must be coordinated with neighbour cells. In some conditions, a neighbour may compensate for the cell that enters ES state, so that the above limitations are not violated. That means, inter-eNB energy saving mechanism may introduce two new states of operation (besides normal operation, as defined by the operatos at the network planning phase):

-
ES mode

-
Compensation mode

The control mechanism to enable cells to assume given roles is the main objective of this scenario.
6.2
Potential solutions for the above scenarios
<Text will be added.>

6.3
Initial evaluation
<Text will be added.>
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