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1. Introduction
During LTE-A Relay discussion in previous meetings, four alternatives have been under evaluating as baseline for further progress. Based on the result of the TR [1] and previous discussion, a comparison matrix has been proposed and RAN3 had completed the whole table [2] on the last meeting. One of the items in this table is UE mobility, and one of sub-items is Delay. This document addresses handover interruption time of UE in RN system and analyzes the possibility of delay fall due to data forwarding within the limit set by current standard.
2. Discussion
2.1. Transmission delay time in Relay Network 
Taken into account the data transferred between source eNB and target eNB, the one-way transmission times and the associated processing times are summarized in Table 1 respectively. The delay time of the common parameters for all four alternatives is based on Table 1.
	Description
	Assumed time

	Delay time of Data process on Node (eNB / DeNB / SGW/PGW )
	2 ms

	Delay time of Data transfer between Nodes via wire path (legacy X2 interface)
	2 ms

	Delay time of Data transfer between Nodes via wireless path ( Un interface DRB QCI = 3 )
	30 ms note 1

	Delay time of  Data transfer between Nodes via wireless path ( Un interface DRB QCI = 1 )
	80 ms 

	Delay time of  UE synchronization time
	20 ms note 2


Table 1 – Transmission delay time in Relay Network
Note 1: Delay time of data transfer between Node via wireless path (Un interface DRB QCI = 3)
            Refer to chapter 4.2 of [1], Architecture A transmit forwarding data via DRB corresponding to the EPS bearer of the source RN between Un interfaces.
           Refer to chapter 4.3 of [1], Architecture B (Alt 4) transmit forwarding data also via DRB corresponding to the EPS bearer of the UE between Un interfaces.
DRB‘s PDB (packet delay budget) comes from QCI assigned by the PGW (RN’s or UE’s).
For example if QCI = 3(PDB = 50 ms), the upper bound of delay time between Un interface is 30 ms (50 ms – 20 ms). 
Note 2:  UE synchronization time: The time UE takes to synchronize with and access to the target.
2.2. Assumed Handover Scenario under analysis

Six UE handover scenarios have been identified in [2]. We limit our discussions in this contribution only in the following scenario. Other Scenarios are simplifications of this. At this stage multi-hop relays are not considered in this analysis. 
Scenario: (Relay 1 ( Relay 2): UE handovers from one source RN to target RN which belongs to a different eNB from source RN.
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Figure 1 –Assumed Handover Scenario
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Figure 2:  Logic Assumed Handover Scenario
Under this assumed handover Scenario, different Architecture Options transfer forwarding data from RN1 to RN2 with different Paths. Table 2 describes the detail of paths used by All 4 architecture options.
	
	Path 1
	Path 2
	Path 3
	Path 4
	Path 5
	Path 6

	Description
	RN1( DeNB1
	DeNB1(DeNB2
	DeNB1(RN 1’s PGW
	RN 1’s PGW   (  RN 2’s PGW
	RN 2’s PGW (DeNB2
	DeNB2        ( RN2

	Path bearer type
	wireless
	wire
	wire
	wire
	wire
	wireless

	Alt1
	(
	
	(
	(
	(
	(

	Alt 2/3/4
	(
	(
	
	
	
	(


Table 2 – Transmission delay time in Relay Network
2.3. UE X2 handover delay in all Alternatives
2.3.1. Data transfer delay in Alternative 1
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Figure 3 –Transmission delay time in Alt 1 
Under the assumed scenario, forwarding data start from RN1 to the RN2, bypass Nodes in sequence are: DeNB1, RN1’s PGW, RN2’s PGW, DeNB2.
Alt. 1: 
RN1 ((DRB) (DeNB1 ( RN1’s PGW((IP) (RN2’s PGW( DeNB2( (DRB) (RN2(UE

Refer to the table 1, target eNB receives the first data transferred from source eNB cost 76 ms at the case of QCI = 3.
	       UN DRB QCI = 3

Total time
	Part 1
	Part 2
	Part 3
	Part 4
	Part 5
	Part 6
	Part 7

	76 ms
	30 ms
	2 ms
	4 ms
	4 ms
	4 ms
	30 ms
	2 ms

	
	transmission in the DRB transfer to DeNB1
	processed in DeNB1
	DeNB 1 transferred to RN1’s PGW and process in the PGW1
	transferred to RN2’s PGW and process in the PGW2
	transferred to DeNB2 and process in the DeNB2
	transmission in the DRB transfer to RN2
	process in RN2


Refer to the table 1, target eNB receives the first data transferred from source eNB cost 176 ms at the case of QCI = 1.

	       UN DRB QCI = 1
Total time
	Part 1
	Part 2
	Part 3
	Part 4
	Part 5
	Part 6
	Part 7

	176 ms
	80 ms
	2 ms
	4 ms
	4 ms
	4 ms
	80 ms
	2 ms

	
	transmission in the DRB transfer to DeNB1
	processed in DeNB1
	DeNB 1 transferred to RN1’s PGW and process in the PGW1
	transferred to RN2’s PGW and process in the PGW2
	transferred to DeNB2 and process in the DeNB2
	transmission in the DRB transfer to RN2
	process in RN2


2.3.2. Data transfer delay in Alternative 2/3/4
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Figure 4 –Transmission delay time in Alt 2/3/4
Under the assumed scenario, forwarding data starting from RN1 to the RN2, bypass Nodes are: DeNB1, DeNB2.

Alt. 2/4:          RN1((DRB)(DeNB1(DeNB2((DRB)(RN2(UE

Refer to the table 1, target eNB receives the first data transferred from source eNB cost 68 ms at the case of QCI = 3.
	       UN DRB QCI = 3

Total time
	Part 1
	Part 2
	Part 3
	Part 4
	Part 5

	68 ms
	30 ms
	2 ms
	4 ms
	30 ms
	2 ms

	
	transmission in the DRB to DeNB1
	processed in DeNB1
	DeNB 1 transferred to DeNB2 and process in the DeNB2
	transmission in the DRB to RN2
	process in RN2


Refer to the table 1, target eNB receives the first data transferred from source eNB cost 168 ms at the case of QCI= 1.

	       UN DRB QCI = 1
Total time
	Part 1
	Part 2
	Part 3
	Part 4
	Part 5

	168 ms
	80 ms
	2 ms
	4 ms
	80 ms
	2 ms

	
	transmission in the DRB to DeNB1
	processed in DeNB1
	DeNB 1 transferred to DeNB2 and process in the DeNB2
	transmission in the DRB to RN2
	process in RN2


2.3.3. Comparison Result
After receives “handover confirm” message from UE, Target eNB (RN) could send downlink data then. The first downlink transfer data come from Source RN via “data forwarding “procedure. In release 8 standards, synchronization between UE and Target eNB needs more time than data forwarding between eNBs via X2 interface. But it is challenge to keep that way after introduce Un interface. RN has to wait downlink data forwarded from source RN for much more time than before. Fig 5 and Fig 6 show the comparison between legacy UE synchronization time and data forward time of each architecture options. The delay time is long enough to interrupt some current downlink data flow. 
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Figure 5 –Delay time comparison in case of QCI = 3
As depicted from Fig 5 above, if Un DRB‘s QCI characteristic is 3(PDB=50 ms), data forward in all architecture options need more time than UE synchronization Delay time. The data forward delay time exceeds the upper boundary of some traffic PDB requirement. 

That is to say if downlink traffic’s QCI characteristic is 3, means that the upper boundary of this traffic PDB is 50 ms, but data transfer delay time in all architecture options is exceed 50 ms. So UE probably lost the deserved downlink data because of the data waste a lot of time on the way from source RN toward target RN. 
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Figure 6 –Delay time comparison in case of QCI = 1
As depicted from Fig 6 above, if Un DRB‘s QCI characteristic is 1(PDB=100 ms), data forward in all architecture options need more time than UE synchronization Delay time. The data forward delay time exceeds the upper boundary of some traffic PDB requirement. 
That is to say if downlink traffic’s QCI characteristic is 1/3/5/7, means that the upper boundary of this traffic PDB is 50/100 ms, but data transfer delay time in all architecture options is exceed 50/100 ms. So UE probably lost the deserved downlink data because of the data waste a lot of time on the way from source RN toward target RN. 
3. Proposal
We have investigated handover interruption due to data forward delay during HO with Relay Node for 4 relay architecture alternatives.
Proposal:  Delay issues of UE mobility need identified and FFS. 
We kindly ask RAN3 to evaluate this above proposal during/after choosing Type I relay architecture(s).
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