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1. Introduction

Under the relay architecture Alternative 1 and Alternative 3, the DeNB is unaware of the UE bearers that are tunneled through its Un bearers. A handover of UE from a DeNB’s subordinate RN to the DeNB is transparent to the DeNB. Hence, the DeNB is unable to intercept the packets being forwarded to its subordinate RN to avoid the back and forth packet forwarding over the backhaul link. This back and forth packet forwarding over the backhaul link induces backhaul link capacity loss. In this paper, we analyze the level of backhaul link capacity loss.

2. Discussion
The process of an intra MME UE handover from a DeNB’s subordinate RN to the DeNB is illustrated in Fig. 1.
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Figure 1. UE Handover from an RN to its DeNB
To assess the capacity loss over the Un interface induced by the back and forth packet forwarding under Alt. 1 and Alt. 3, we measure the ratio of the capacity wasted in back and forth packet forwarding over the Un interface over the capacity used for useful data transmissions for a UE. The estimate is done based on the average interval between two handover instances. (The measure can also be the ratio of the aformentioned wasted capacity for all UEs in the network over the total capacity of the network that can be used for useful data transmissions. However, assuming the traffic of all UE can saturate the network, these two measures will give the same result.)
The packets forwarded back and forth over the backhaul link can be conceptually divided into two portions:

· P1: Packets queued at the RN just before the RN issues an Handover Command.

· P2: Packets that are subsequently sent from the UE’s S/P-GW to the RN after the RN issues a Handover Command.
P1: Packets queued at the RN just before the RN issues an Handover Command
At the time that the RN stops transmitting its packets to the UE before it sends the handover command to the UE, the RN may have already accumulated certain number of packets in its queue for the handover UE. Those packets have to be sent back to the DeNB after the SN status transfer. The amount of traffic sitting inside the RN’s queue for the handover UE can be estimated by the data rate times the queuing delay plus over the air delay over the Uu interface. In Fig. 1, we identify by T1 the estimate of scheduling delay plus over the air delay over the Uu interface, which begins at the time that the last packet that can be sent from the RN to UE before the issuing of a Handover Command and ends at the time that a Handover Command is issued. Assume the data rate per UE to be R bps. The amount of traffic queued at the RN is calculated as 
P1 = R × T1 (bits).
P2: Packets that are subsequently sent from the UE’s S/P-GW to the RN after the RN issues a Handover Command
From Fig. 1, we can see that the RN stops transmitting its packets to the UE just before it sends the handover command to the UE. Hence, the traffic that arrive at the S/P-GW (UE) shortly after the the RN receives the hadnover request ACK has no chance to be sent to the UE through the RN and subsequently have to go through back and forth packet forwarding over the Un interface. Packets arrive at the S/P-GW (UE) will continue to experience this back and forth packet forwarding over the Un interface until the S/P-GW (UE) processes the user plane update request sent from the UE. This includes Step 1 to Step 6 shown in Fig. 1. Therefore, all the traffic arrives during T2, has to go through back and forth packet forwarding over the Un interface. Assume the data rate per UE to be R bps. The amount of traffic arrive at the RN is calculated as

P2 = R × T2 (bits)

The total capacity wasted on the back and forth packet forwarding over the Un interface is equal to

Lwasted = P1 + P2 = 2 × R × (T1 + T2) (bits).
Assume the average interval between two UE handover instances from an RN to its DeNB, T. The total amount of traffic to be sent over the Un interface during T is calcualted as 
Ltotal = Lwasted + Luseful = 2 × R × (T1 + T2) + R × T (bits).
The percentage of wasted capacity is equal to 

Lwasted / Ltotal = 2 × (T1 + T2) / (2 × (T1 + T2) + T ) (bits).
We assume T1 = 20ms. We estimate T2 = 37ms and the break down of T2 is shown in the Table 1. 
The average interval, T, between two handover instances is assumed to be 30 seconds. We note that the handover interarrival time for high speed train in europe is tested to be aronud 10s. And the handover interarrival time for regular vehicular activity is tested to be around 20s. Since the majority of the UEs served under relay could be static, especcially those reside in a buiding, we estimate the average interval between two handover instances to be 30 seconds.

The estimate of the percentage of capacity loss due to the back and forth packet forwarding over the Un interface is thus equal to 0.38%. We note that this percentage of capacity loss is insignificant.

Table 1.  Breakdown of T2 of Figure 1.
	Component
	Description
	Alt 1 (ms)
	Alt 3 (ms)

	1
	Transmission of handover command (1ms) + UE processing time (5ms)
	6
	6

	2
	Average delay due to RACH scheduling period (5ms) + transmission of RACH preamble (1ms)
	6
	6

	3
	Preamble detection and processing (4ms) + transmission of RA response (1ms)
	5
	5

	4
	UE processing time for decoding of scheduling grant, timing alignment and C-RNTI assignment and encoding of Handover confirm (4ms) + Transmission of Handover confirm (1ms) + processing delay at the DeNB (3ms)
	8
	8

	Subtotal
	From the issuing of a handover command to the time a handover confirm is processed
	25
	25

	5
	One-way transmission from DeNB to MME (UE) (4ms) + processing time at MME (UE) (2ms)
	6
	6

	6
	One-way transmission from MME (UE) to S/P-GW (UE) (4ms) + processing time at S/P-GW (UE) (2ms)
	6
	6

	Total
	
	37
	37


3. Conclusion
We estimate the percentage of capacity loss due to the back and forth packet forwarding over the Un interface to be around 0.38%. This percentage of capacity loss introduced by the handover is insignificant.
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