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1
Introduction

In the last RAN3 meeting, when and how to drop the packets in the eNB is still open. There are two choices for when to drop the packets: based on SYNC period or based on scheduling period. There are also two choices for how to drop the packets: drop the tail or Qos aware drop.
This document discuss when and how to drop the packets in the eNB.

2
Discussion
2.1 How to drop: drop the tail or Qos aware drop

Since the MBMS service in Rel-9 is GBR service and GBR = MBR. When we decide how to drop, we need to have the assumption if the drop possibility is high. If it is very low, a simple solution is enough. We think for GBR service, e.g. conversational, video, from the source, The possibility for the packet drop is very low. For the rare case, we assume a simple solution for packet drop is better.
Qos aware drop introduce much complexity to the Rel-9 eMBMS access node. The MCE needs to notify the service priority to the eNB. This priority may not able to re-use the existing Qos parameter considering multiplexing service may have the same Qos parameters. A new parameter should be introduced and a new rule for how to set the priority should be introduced. Besides the impaction to the M2 and MCE, the eNB in the SFN area should have the same algorithms for the packet drop. 
One consideration of Qos aware drop is to re-use Rel-9 packet drop mechanism in Rel-10. But now we don’t have an overall structure of Rel-10. Some new requirements will be introduced in Rel-10. It is one possibility that in Rel-10, the MBR > GBR. We can image there are new solutions to handle the services whose MBR > GBR, not only related to the packet drop. So when we define the solution for Rel-9, we don’t need to consider the latter release. It is nature that low release entity can not support the high release features.
Proposal 1: The eNB drops the tail packets of the services in the reverse order of the transmission order when packet dropping happens in eNB. 
2.2 When to drop: end of Scheduling Period, end of SYNC period or end of SYNC Sequence
According to the TS25.446, the RAN access node should utilises the time stamp to schedule the user data to dynamic scheduling interval. The below is extract from the TS25.466.
Upon reception of a user data frame, the RAN Access interface UP protocol layer within the RAN Access node checks the consistency of the RAN Access interface UP frame as follows:

-
The Frame Handler function checks the consistency of the frame header and the consistency of the packet counter value.

-
Then the RAN Access node utilises the time stamp information to schedule the user data on the radio interface on the next TTI for UTRAN or dynamic scheduling interval for E-UTRAN as defined in [6].

According to above, the time stamp indicates in which dynamic scheduling interval the data will be transmitted. It is normal operation that the eNB maps the Time Stamp to the corresponding dynamic scheduling interval. 
If using the ‘Drop at the end of SYNC Period’, means the later arrived packets or low priority data can not be transmited in time will be delayed to the next scheduling interval. In the next scheduling interval, the eNB will schedule the normal packets in front of the delayed packets, because the dealyed data normally has the low priority. As the result, it is possible that the delayed packets will be delayed again. The maximun Packet Dealy Budget of GBR service is 300 ms. While, the typical value for the scheduling period is 320ms or 640 ms. For MBMS GBR service, the dealy may be longer than the normal GBR, but it is still possible if the data is delayed to the next scheudling period, the PDB will not be fullfilled.
If using the ‘Drop at the end of SYNC Period’, the above concept of mapping the time stamp to the dynamic scheduling interval will be broken. So in Rel-9, the eNB can just drop the packet in the tail of scheduling period. 
If we consider the case that GBR < MBR, the resource is allocated based on the requirement of GBR. There is a possibility that the BMSC transmit too much data to the eNB than the allocated resource. If using ‘Drop the end of SYNC Period’, means some data could be delayed to the next scheduling interval. There are several problems need to be solved:
Problem 1:

If the packets are delayed to the next scheduling period, how to scheduling the delayed packets in the next scheduling period? 

The delayed packets can not have higher priority than the normal packets which should be transmitted in this scheduling period according to the time stamp. Normally, the delayed packets are low priority packets. So the delayed packets might be delayed again, and then the Qos may not be satisfied.
Problem 2:

If the packets are delayed to the next scheduling period, and there is consecutive packets loss in the next scheduling period for specific eNB, according to the agreement, the packets in the next scheduling period (e.g. scheduling period 2) should be muted. Then how to treat the delayed packets by this eNB? Delayed to another scheduling period (e.g. scheduling period 3)? The other eNBs might already transmit the delayed packets in the scheduling period 2, and then the re-SYNC mechanism will be broken.
We assume above problems need detail discussion based on the detail Qos model of GBR <MBR and if some new mechanism should be applied in the BM-SC. Now the Qos model is not clear. It is too early to discuss these problems.
With the introduction of SYNC PDU 3, it is possible that drop the packet at the end of each SYNC sequence. But the SYNC PDU 3 is an optional feature, it is better to use one unified and simple method. So we proposed:

Proposal 2: Packet dropping at the end of each scheduling period if packets drop is necessary
3
Proposals

In this document, considering the limited time of Rel-9, we proposed
Proposal 1: The eNB drops the tail packets of the services in the reverse order of the transmission order when packet dropping happens in eNB. 
Proposal 2: Packet dropping at the end of each scheduling period if packets drop is necessary
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