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1
Introduction
When and how eNBs should drop MBMS packets that do not fit in the reserved radio resources within a scheduling period, while ensuring that it is done uniformly, was discussed extensively in RAN3#66 but still left open. This contribution compares the alternatives on the table in terms of adequacy in Rel-9 on the one hand, and in future releases on the other. 
2
Timing to drop packet

2.1
The end of Scheduling Period
In case the volume of the received packets does not fit in the reserved radio resource within a scheduling period, the eNB drop the packets can not be sent during the scheduling period at the end of scheduling period.

2.2
The end of Synchronisation Period

In case the volume of the received packets does not fit in the reserved radio resource within a scheduling period, the eNB postpone the packets can not be sent during the period to a next scheduling period. 

If there are packets can not be sent during the last scheduling period in the Synchronisation Period, the eNB drops the packets at the end of synchronisation period.   
2.3
Relationship with end-point eNB shall mute for consecutive packet loss 

It has been agreed that eNB shall mute the transmission until the end of scheduling period for the case of consecutive packet loss and PDU TYPE 3 loss. And RLC SN Reset is always executed at every scheduling period.
In above case, if eNB does not drop the packet at the end of scheduling period and postpone to next scheduling period and the consecutive packet loss problem occurs in the neighbouring eNB and mute until the end of scheduling period, it is not possible to execute the resynchronisation between the two eNBs.

Considering this, it is proposed that eNB drops the packet at end of scheduling period. 
3
Which packet to be dropped
3.1
Tail-dropping
This proposal has been formulated in [7]:
In case the SYNC protocol delivers more data for an MCH than the air interface can transport, the following procedure shall be used by the eNB. As long as an eNB must drop a packet because it has too much data for this dynamic scheduling interval, it does the following, 

-
select the last bearer according to the order in the MCCH list with a SYNC PDU available

-
for that bearer, drop the available packet with the highest SYNC PDU packet number

A packet is considered available when it is indicated by SYNC and it is not dropped, whether eNB received that packet or not.

3.2
More QoS/GBR-aware dropping
This refers to eNBs dropping packets based on the QoS parameters, at least guaranteeing the GBR of each bearer. Possible ways to do this are discussed in [9].
3.3
QoS-awareness: guaranteeing the Guaranteed Bitrate
In Rel-9 (or more generally, as long as MBR=GBR for MBMS bearers), because the MCE must guarantee the maximum bitrate of each bearer in dimensioning the resources, and because the BM-SC should enforce that the MBR is not exceeded i.e. really is the maximum bitrate, the occurrence of exceeding the reserved radio resources should be rare, therefore hiding the differences between the two dropping schemes in practice.
For the sake of future-proofness, the following comparison assumes that we may have MBR>GBR, in which case the resource allocation for a service multiplex can be less than the sum of MBRs, and hence, as the cost of this statistical-multiplexing gain, that the total offered data for the multiplex does occasionally exceed the resources in some scheduling periods.
For comparing the QoS-awareness of the two schemes, assume an example case where a number of GBR bearers with MBR>GBR are multiplexed together. The last bearer in the MCCH list is “well-behaving” in that its actual bit rate never exceeds its GBR, while all the other bearers are “ill-behaving” in that their bit rates are constantly above their GBRs.
If Tail-dropping is applied in the above example, the well-behaving bearer is the constant target of dropping, even though the overflowing is caused by the ill-behaving bearers. There is no way of preventing this kind of scenario because the last bearer in the MCCH list at each point in time – and hence the bearer from which to drop packets in the eNBs – is set by the MCE, which has no visibility on the actual bit-rate behaviors of individual bearers. 
Example:

GBR for Bearer 1: 50(<MBR) and GBR for Bearer 2: 50(<MBR) are multiplexed and MCE reserves radio resource 100 for the bearers and in case eNB receives 60 for Bearer 1 and 60 for Bearer 2 for a given scheduling period, 
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In tail dropping, eNBs schedule all data(60) for Bearer 1 and schedule 40 (<GBR) for Bearer 2 and drop 20 for Bearer 2.
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In more-QoS aware Scheduling, eNBs schedules 50(=GBR) for Bearer 1 and schedules 50 (=GBR) for Bearer 2 and drops 10 for Bearer 1 and 2.

Therefore, it can be concluded that tail-dropping is in direct violation of the concept of Guaranteed Bitrate, because it has no means of guaranteeing the GBR of the last bearer in the MCCH list except for the following unacceptable operations, all of which rule out statistical-multiplexing gains: 

· BM-SC executes radio-aware flow shaping not to execute actual data rate over GBR, i.e. no gain obtained from “MBR>GBR”
· MCE always reserves radio resource corresponding to sum of MBR for bearers, i.e. no gain obtained from “MBR>GBR”
· MCE does not execute multiplexing for GBR bearers 
Proposal: Confirm that the Tail dropping scheme is not future-proof and adopt a packet dropping mechanism that always guarantees GBR per bearer.
4
Conclusion
By the above, we conclude that although admittedly the simplest option, the Tail-dropping proposal is not future-proof in terms of compatibility with the existing QoS concept, to accommodate MBMS bearers with MBR>GBR, making its selection only a temporary solution. We propose that RAN3 discuss this issue and agree on one of the following:


Alternative 1 (preferred): A dropping scheme guaranteeing GBR is adopted into the specification;
Alternative 2: The tail-dropping proposal is adopted into the specification for now, with a Note that “This will only guarantee GBR per bearer in all cases as long as MBR=GBR for all MBMS bearers”, meaning that it will need to be replaced as soon as MBMS bearers with MBR>GBR are allowed
In addition it is proposed to agree that eNB drops the packet at the end of scheduling period. 

The discussion paper [9] proposes a dropping scheme guaranteeing GBR. 
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