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1
Introduction

Four relay architecture alternatives have been heavily discussed in previous RAN2 meetings and currently no final decision has been made regarding which alternative should be the baseline alternative for future RAN2 discussions. The four alternatives being discussed are [1]:

· Alternative 1: Full-L3 relay, transparent for DeNB

· Alternative 2: Proxy S1/X2

· Alternative 3: RN bearers terminate in DeNB

· Alternative 4: S1 UP terminated in DeNB

In this contribution, we look at the different way of proceeding with the relay standardization process from several angles.  First the four architectures are discussed briefly to identify the feasibility of optimizations with in each architectural alternative. Then different possibilities for progressive architectural evolution are discussed, along with their advantages and disadvantages. Finally, recommendations are given on a way forward for relaying in LTE-Advanced that can provide an optimized performance without considerably delaying the standardization process. 

2
Ease of optimizations of the four architectures

2.1
Architecture 1

The main promise of architecture 1 is a minimal standardization effort and hence the possibility of reaping part of the benefits of relays in LTE networks as soon as possible [2]. However, this is mainly under the assumption of a very simple, sub-optimized realization of the architecture. Thus, for acceptable performance, several optimizations might be required, and some of the major ones are listed below:  
· Header compression: Though it is possible to use alternative 1 without any new header compression mechanisms, doing so can lead to very bad radio resource efficiency and unacceptable radio resource waste in result of services like VoIP that have low payloads. A new header compression requires standardization changes in the PDCP [12].

· Flow control: Due to the uncorrelated time/frequency variance of the Un and Uu radio links, DL flow control on the Un link has been proposed [13]. Four ways of performing flow control are possible, namely per RN, per QoS (Un bearer), per UE, and per Uu RB [5]. The per Uu RB flow control is the most efficient solution as it can identify and regulate the Uu bearers that are leading to congestion, while per RN and per QoS flow control are the least efficient as they impact bearers even if they are having good Uu/Un radio conditions. In alternative 1, the DeNB is not aware of the UE EPS bearers, and as such it is only possible to perform per RN or per QoS flow control at DeNB. On the other hand, in alternative 1, the GW is aware of the UE EPS bearers, and as such it is possible to perform Uu RB flow control at GW, but this will impact standardization and implementation of GW.       

· Un-Uu QoS mapping:  In alternative 1, many Uu bearers are mapped into a single Un bearer, and this mapping can be done either in a static manner or using enhanced SDF [6]. Using enhanced SDF has been shown to be more efficient than static mapping as it can enable alternative 1 to have more flexibility in the mapping process by using QoS parameters other than the QCI [7]. However, this requires the introduction of changes in the RN GW, which can require major standardization effort. Also, new QCIs might have to be standardized as S1-AP messages are sent over the Un using DRBs and the QCIs of a DRB might not be sufficient to satisfy their requirements. Consequently, without any changes to the standard, only static mapping is allowed. 
· In-band relaying: Though the simplest realization of alternative 1 can support out of band relays, in-band relays require the modification of the RRC. Hence, without any changes to the standard, only inbound relays can be supported.  
2.2
Architecture 3

Alternative 3 can be considered as an optimized version of Alternative1, the main difference being the collapsing of the RN S-/P-GW functionality into the DeNB. Thus, it will solve some of the latency issues of architecture 1 [2]. However, the DeNBs in the system have to be upgraded with the RN S-/P-GW functionality, and as such standardizing and deploying architecture 3 will take longer time than architecture 1. Apart from that, the optimization considerations discussed under architecture 1 in the previous section would apply also to architecture 3, with the only difference that changes at the RN S-/P-GW now have to take place at the DeNB.

2.3
Architecture 2

Architecture 2 has major differences from architectures 1 and 3 in that a HNB-GW like functionality is employed at the DeNB which hides the RN from the CN. The DeNBs are thus aware of the UE EPS bearers, making it possible to do more optimal operations as will be discussed shortly. However, the DeNBs have to be upgraded with routing and proxying functionality to support alternative 2. This will indeed lead to more standardization work than alternative 1, but it allows the choice of a system that can be optimized without architectural changes (unlike Alt1 or Alt 3). Moreover, the overall effort required for standardizing Alternative 2 is lower than the overall effort required to enhance Alternative 1 to levels that are comparable to Alternative 2 as will be explained in following sections. With regard to the possible optimizations:

· Header compression: Similar problems exist regarding header compression as in architectures 1 and 3. However, unlike alternatives 1 and 3, the number of nested headers will remain just two even in the case of several hops, making the required HC mechanisms to be simpler. Also, a simpler header stripping can be used in alternative 2 rather than a complex header compression solution,. 
· Flow control: Since the DeNBs are aware of the UE EPS bearers, per UE and per Uu RB flow control, which are more optimal than per RN or per QoS flow control, can be used. 
· Un-Uu QoS mapping:  As in alternative 1 and 3, many Uu bearers are mapped into a single Un bearer. However, as the DeNB is aware of the UE EPS bearers and their overall QoS parameters, the flexible enhanced SDF mapping can be realized in an easier way than in alternatives 1 and 3, without requiring changes in the S1-AP protocol. However, new QCIs might have to be defined as in architectures 1 and 3 to accommodate S1-AP transmission via DRBs.

· In-band relaying: RRC changes required as in alternatives 1 and 3. 

· X2 optimizations: Since the X2 messages to/from RNs are no more transparent to the DeNBs, the DeNB can employ further optimizations like route optimization (not possible in alt1 and alt3), caching to reduce redundant transmission of X2 messages and preventing potential relay overload situations via load balancing [8].  

· Handover optimizations: Back and forth forwarding of data can occur during handover if the DeNB keeps sending data to the RN while a UE is being handed over, thereby wasting radio resources [9][10]. This problem is difficult to circumvent in alternatives 1 and 3, as the DeNB is transparently forwarding data to relayed UEs. However, in alternative 2, this can easily be solved because the DeNB is aware of the individual relayed UEs, and can stop the forwarding of DL data to the RN once it detects a HO is ongoing, or even before that if a handover is anticipated [11]. 

2.4
Architecture 4

Architecture 4 is similar to architecture 2 due to the proxying functionality. The main difference from architecture 2 is that the standardized S1/X2 interfaces are terminated at the DeNB, making it possible to have a one to one mapping between Uu and Un bearers. However, major modifications in the RRC layer are required for converting S1-AP messages to RRC messages and vice versa, making architecture 4 to be the one that can take the longest time to standardize and deploy among the four architectural alternatives. Regarding optimizations:

· Header compression: No layered tunneling, and thus release 8 LTE header compression mechanisms are sufficient.

· Flow control: As in architecture 2, per UE and per Uu RB flow control are possible

· Un-Uu QoS mapping:  One to one mapping of Un and Uu bearers, making it the most flexible in terms of QoS mapping. However, there will be the need to support a much higher number of bearers over the Un as well as a need to define new SRBs.  

· In-band relaying: RRC changes required to support in-band relaying as in the other alternatives.
· X2 optimizations:  X2 optimization possibilities as in architecture 2.  

· Handover optimizations: Similar to architecture 2, back and forth forwarding can be easily prevented. 

· RN mobility:  A flexible Uu bearer level admission control as in alternative 2. 
3
Possible relay architecture evolution paths
Although there are still open issues regarding the four different alternatives, we can infer from the above discussion that alternative 1 is the simplest yet non-optimized solution while alternative 4 is the most complex yet the most optimized solution. Alternatives 3 and 2 lay between alternative 1 and 4 in terms of simplicity and performance.  Alternative 2 comes close in performance to alternative 4, the main differences residing in header compression and QoS mapping between Un and Uu bearers. Thus, we can assume alternative 4 can be a standalone solution with no major enhancements required, alternative 2 can be a standalone solution with few additional enhancements, and alternatives 1 and 3 are preliminary solutions that can be used to realize relaying as early as possible with a basic and sub-optimized functionality. Based on this, we see four main evolution paths for future relay architectures
1. Alternative 1( Alternative 3 or Alternative 2 ( Optimized Alternative 2 or Alternative 4
2. Alternative 3 ( Alternative 2 or Alternative 4

3. Alternative 2 ( Optimized Alternative 2 or Alternative 4

4. Alternative 4

In general terms there are evolution paths where Alternative 1 is the first step towards Relay deployments. In these cases any enhancements of the architecture will be followed by a migration to Alternative 2 or Alternative 3 and eventually Alternative 4.

The main advantage of this option is that standardizing and deploying Alternative 1 will allow for faster time to market of the relay solution in its simplest form. The next step is then to optimize the system by standardizing a backward compatible version of the next most optimal but least complex solution and so on. Alternatives 1, 2 and 3 are also supposed to be co-deployable. That is, if we start with Alternative 1 and later on standardize Alternative 3, then we can either upgrade earlier Alternative 1 deployments or leave them as they are but ensuring their compatibility with new relay solutions.

However, following a standardization/deployment path based on Alternative 1 has a number of drawbacks. Some of them are:

· Cost of implementing a feature that might end up useless/unused in optimized architectures (e.g. new header compression efforts and also QoS mapping for alt 1& 3 might be useless for alt 2 & 4) 

· Interoperability issues in case of coexistence between alternatives 1, 2 and 3. One example of this is the case of multi-hopping using RNs from the different alternatives, as the RNs in a multi-hop usage have to function also as DeNBs.

· Though Alternative 1 might be standardized fast, standardizing Alternative 3 and then Alternative 2 will create a considerable amount of work for the sake of backward compatibility/interoperability and thus slowing the overall standardization process before an optimized relay solution can be achieved.

· Costs of upgrading between the different alternatives:

· Alternative 1 ( Alternative 3: mainly cost of putting RN-GW functionality in DeNB

· Alternatives 1/3 ( Alternative 2: mainly cost of putting proxying functionality into DeNB

· Alternatives  1/3 ( Alternative 4: mainly cost of upgrading DeNB, to enable proxying as well as changes in RRC, S1/X2

· Interoperability issues:

· It may be difficult for a DeNB with RN S-PGW functionality to be able to support both alternative 1, 2 and 3 RNs

· It is not possible for an Alternative 1 RN to be connected in a multi-hop fashion to an alternative 2/3/4 RN and vice versa.

· It may be difficult for a DeNB with proxying functionality to be able to support alternative 1/3/4 RNs

It is worth noticing that the above partly applies also to the evolution paths starting from Alternative 3, with the only difference that Alternative 3 can already address some of the optimization issues and eliminate the problems of interoperability with alternative 1 solutions.  However, Alternative 3 will still need to be migrated to different architecture solutions if a fully optimized deployment wants to be achieved.
In the evolution path starting from Alternative 2 most of the aforementioned interoperability and upgrade issues between alternative 1, 2 and 3 are no longer a problem. This is because future evolution can be limited to Alternative 2 architectures since alternative 2 provides similar possibilities as alternative 4, as described in Sections 2.3 and 2.4 This prevents from having multiple systems coexisting together.  

Apart from the elimination of interoperability and upgrade issues between alternative 1, 2 and 3, the evolution path starting from Alternative 2 will have less “wasted” standardization efforts. For example:

· Complex header compression schemes for alternatives 1 and 3 can be avoided and replaced by a simple header stripping achievable in alternative 2, 

· Complex flow control schemes that might have to involve the gateways in alternatives 1 and 3 (but are not needed in alternative 2 and 4) can be avoided as the DeNB is aware of the individual UE EPS bearers and per Uu bearer flow control can be adopted 

Finally, in the case of evolution paths starting from Alternative 4 there would be no interoperability and upgrade issues, and thus no “wasted” standardization effort for functionalities that might be needed for alternatives 1,2 and 3 but not needed for alternative 4. However, as already pointed out previously, the main drawback of this option is the major changes required in the DeNB (modification of protocols such as RRC) and the complexity of the RN.

4
Conclusions

In this contribution, we have discussed on how to proceed with the relay standardization work by looking at the optimization requirements and possibilities of each alternative as well as the different options for progressive architectural evolution. A progressive standardization process, where the different alternatives are standardized from the simplest to the most complex, can sound promising at first because it seems to create the opportunity to deploy a first un-optimized version and sequentially upgrade it, thus enabling to deploy a first version of the relay system as soon as possible. 
However, such a way forward creates numerous interoperability and upgrade issues. Some of the standardization effort invested on the earlier systems could also be wasted when migrating to more optimized alternatives. Also, the interoperability and upgrade issues can backfire against the promise of faster realization through progressive standardization by slowing down the whole standardization process. Thus, taking all these factors into consideration, we propose the following:

Proposal 1: RAN3 to select one architecture as the way forward for the standardization of relaying for LTE-advanced rather than a progressive standardization of multiple alternatives that creates a multitude of  upgrading and interoperability issues.

Proposal 2: RAN3 to select alternative 2 as the relay architecture of choice, with a possibility of either further optimization within alternative 2 or upgrading to alternative 4, as required.
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