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1. Reference Comparison Table
	Metric
	Architecture A
	Architecture B

	
	Alt 1
	Alt 2
	Alt 3
	Alt 4

	RN Complexity
	RN = eNB + UE

	RN = eNB + UE

	RN = eNB + UE
	New model

New functionalities needed for one-to-one mapping between two DRBs (one over Un and one over Uu) that need to be kept synchronized

	DeNB Complexity
	No additional complexity
	Deployed with an embedded RN UE’s P/S-GW and a Relay GW functionality
	Deployed with an embedded RN UE’s P/S-GW
	Specification changes are needed to map Un interface DRBs to EPS UE bearers and to transport S1-AP messages over the Un interface SRBs.

	 Node Impact
	MME
	No impact
	Specification changes needed, since RN UE’s profile in HSS will indicate to MME (after authentication) that this UE is allowed to use Un functions and this information needs to be conveyed to DeNB by MME.

	
	S/P-GW
	PGW of the relay needs to perform bearer mapping
	No impact
	No impact
	No impact

	
	Other Nodes
	No impact
	No impact
	No impact
	No impact

	Deployment


	Implementation impact for early deployment
	Early deployment is feasible as minimal changes to the legacy network are needed. 
For in-band relays, PHY/MAC layer changes and the corresponding RRC changes to configure PHY/MAC may be needed.

	Requires employing a RN UE’s P/S-GW and a Relay GW functionality at the DeNB
For in-band relays, PHY/MAC layer changes and the corresponding RRC changes to configure PHY/MAC may be needed.
	Requires employing a RN UE’s PGW in the DeNB
For in-band relays, PHY/MAC layer changes and the corresponding RRC changes to configure PHY/MAC may be needed.
	Significant impact exists for DeNBs
A bearer mapping mechanism needs to be introduced to map radio bearers within the RN network and to map Un interface DRBs to EPS UE bearers.
For in-band relays, PHY/MAC layer changes and the corresponding RRC changes to configure PHY/MAC may be needed.

	
	Deployment flexibility
	The S1/X2-AP releases of the RN and the DeNB do not need to be synchronized.

The RN can communicate with UE’s MME on a proper release without the DeNB being involved. Similarly, the DeNB can be upgraded with certain optimization levels without the RN being involved.
	Full operations under this Architecture require the DeNB to be upgraded together with the RN. 

The DeNB is required to have exactly the same understanding of S1/X2 messages destined to RN’s UEs passing through itself. 
The DeNB has the flexibility to reduce its operational level to Alt. 1 and 3, when the DeNB has not be upgraded to the level of its RNs.
	The S1/X2-AP releases of the RN and the DeNB do not need to be synchronized.

The RN can communicate with UE’s MME on a proper release without the DeNB being involved. Similarly, the DeNB can be upgraded with certain optimization levels without the RN being involved.
	Requires the DeNB and RN to be upgraded together. 

The DeNB is required to have exactly the same understanding of S1/X2 messages destined to RN’s UEs passing through itself. 

	
	Scalability with respect to number of RNs 
	The complexity of DRB handling in Un at the DeNB is proportional to the number of first hop   RNs attached to it.
Number of Connections to MMEs could be a scalability issue in high density RN scenario

Number of X2 connections between neighbour RNs/eNBs could be a scalability issue in high density RN scenario
	The complexity of DRB handling in Un at the DeNB is proportional to the number of first hop   RNs attached to it.

No scalability issue towards MMEs or neighbour RNs/eNBs due to HeNB GW-like functionality

	The complexity of DRB handling in Un at the DeNB is proportional to the number of first hop   RNs attached to it.

Number of Connections to MMEs could be a scalability issue in high density RN scenario

Number of X2 connections between neighbour RNs/eNBs could be a scalability issue in high density RN scenario
	The complexity of DRB handling in Un at the DeNB is proportional to the total number of RNs.

No scalability issue towards MMEs or neighbour RNs/eNBs due to HeNB GW-like functionality.

	
	Scalability with respect to number number of UEs
	No scalability issue due to EPS bearer aggregation with similar QoS on Un.
	No scalability issue due to EPS bearer aggregation with similar QoS on Un
	No scalability issue due to EPS bearer aggregation with similar QoS on Un
	Number of DRBs could be a scalability issue on Un when a large number of UEs connect to RN.


	Standardization Effort and Complexity
	Basic out-band relay function does not require RAN2/3 protocol changes.  In-band relay and other enhancements may require specification changes.

	S1 specification changes are needed, since RN UE’s profile in HSS will indicate to MME (after authentication) that this UE is allowed to use Un functions and this information needs to be conveyed to DeNB.

Specification changes are needed at the DeNB for the mapping from UEs’ EPS bearers to Un interface DRBs.
Specification changes at RRC for carrying S1-AP messages over the Un interface SRBs.
Specification changes are needed at eNBs for partial group handover operations under RN mobility.

Specification changes are needed for end-to-end communications reliability, as SCTP will not be present. 
Specification changes are needed for EPC control on the RN network, as RN’s Un radio bearers do not have corresponding RN EPS bearers, hence are subject to security attacks.



	Header Overhead/Compression
	Various options for header compression/stripping schemes with overhead exist with similar efficiency as alt 4. Discussed in RAN2
	Efficiency on par with best compression used for alt 1/2/3.

	UE mobility
	Complexity
	No additional complexity
	Additional implementation complexity is involved if back and forth packet forwarding over the backhaul link is to be eliminated.
	No additional complexity
	Additional implementation complexity is involved if back and forth packet forwarding over the backhaul link is to be eliminated.

UE mobility in a multi-hop RN networks requires bearer mapping modifications over the involved serving and targeting RN links all the way from the UE to the DeNB.

	
	Efficiency
	Back and forth packet forwarding occurs over the backhaul link. 
	Back and forth packet forwarding over the backhaul link can be prevented with additional complexity.
	Back and forth packet forwarding occurs over the backhaul link.
	Back and forth packet forwarding over the backhaul link can be prevented with additional complexity.

	
	Delay
	Handover signaling delay is larger than that under Alt. 2, 3, and 4 for about two transmission delays between the DeNB and the RN P/S-GW.

UL interruption time is identical to the other alternatives.

DL interruption time is the maximum between 1) data forwarding time and 2) the time to finish the RA procedure and HO confirm. Since the backhaul data back and forth forwarding time under this alternative can make the first item larger than the second one, the DL interruption time under this alternative can be slightly longer than that under Alt 2 and 4.
	No extra handover signaling delay

UL interruption time is identical to the other alternatives.

DL interruption time is the maximum between 1) data forwarding time and 2) the time to finish the RA procedure and HO confirm. Since the data forwarding time under this alternative is short, the DL interruption time under this alternative can be slightly shorter than that under Alt 1 and 3.
	No extra handover signaling delay

UL interruption time is identical to the other alternatives.

DL interruption time is the maximum between 1) data forwarding time and 2) the time to finish the RA procedure and HO confirm. Since the backhaul data back and forth forwarding time under this alternative can make the first item larger than the second one, the DL interruption time under this alternative can be slightly longer than that under Alt 2 and 4.
	No extra handover signaling delay

UL interruption time is identical to the other alternatives.

DL interruption time is the maximum between 1) data forwarding time and 2) the time to finish the RA procedure and HO confirm. Since the data forwarding time under this alternative is short, the DL interruption time under this alternative can be slightly shorter than that under Alt 1 and 3.

	QoS 
	Bearer mapping between Un and UE EPS bearer and Number of Un bearers
	RN bearer granularity 
…
	RN bearer granularity
…
	RN bearer granularity
…
	UE bearer granularity
… 

	
	QoS Control: UE AMBR;  ARP; QCI; Control plane 
	New QCI could be introduced if the existing QCIs cannot meet the requirements for the transport of S1 signaling. ARP not visible at DeNB.  Mapping of EPC bearers into Un bearers on the basis of ARP could be achieved via static implementation configuration 
	New QCI could be introduced if the existing QCIs cannot meet the requirements for the transport of S1 signaling. ARP visible at DeNB.  Mapping of EPC bearers into Un bearers could be done on the basis of ARP.  Fixed configuration of QCI-ARP supported per Un bearer.
	New QCI could be introduced if the existing QCIs cannot meet the requirements for the transport of S1 signaling. ARP not visible at DeNB.  Mapping of EPC bearers into Un bearers on the basis of ARP could be achieved via static implementation configuration
	No additional QCI needed.

New SRB could be introduced if needed. ARP visible at DeNB.  Mapping of EPC bearers into Un bearers could be done on the basis of ARP.  Flexible configuration of QCI-ARP supported per Un bearer.

	
	RB setup/reconfiguration delay
	 Under the assumption that the transfer delay for S1-MME messages and S11-C messages in the backhaul link are both 2 ms, and the Un bearer could be preallocated the UE bearer setup delay is equal to 55ms2.
When the Un bearer is updated together with the UE bearer, the UE bearer setup delay is equal to 117ms.
	Under the assumption that the transfer delay for S1-MME messages and S11-C messages in the backhaul link are both 2 ms, and the Un bearer could be preallocated the UE bearer setup delay is equal to 45ms2.
When the Un bearer is updated together with the UE bearer, the UE bearer setup delay is equal to 78ms.
	Under the assumption that the transfer delay for S1-MME messages and S11-C messages in the backhaul link are both 2 ms, and the Un bearer could be preallocated the UE  bearer setup delay is equal to 45ms2.
When the Un bearer is updated together with the UE bearer, the UE bearer setup delay is equal to 107ms.
	Under the assumption that the transfer delay for S1-MME messages and S11-C messages in the backhaul link are both 2 ms, the bearer setup delay is equal to 61ms.

	Flow control
	Necessity
	Can be useful but not essential, because end-to-end flow control can be used to manage queue sizes at the RN.
	Can be useful but not essential, because end-to-end flow control can be used to manage queue sizes at the RN.

	
	Efficiency
	Flow control operates on a per Un bearer basis.
	Flow control operates on a per UE bearer basis.

	S1 issues
	No issues, RN works as a regular eNB.
	SCTP end to end reliability is broken.

IPSec cannot be used to protect S1.

The Multi-flow characteristic of SCTP is broken causing head of line issues as S1-AP for different users are bundled into the same SRB.

	X2 issues
	X2 interface needs to be maintained between any pair of RNs.
	X2 interface needs to be maintained only towards the DeNB.


	X2 interface needs to be maintained between any pair of RNs.
	X2 interface needs to be maintained only towards the DeNB.

SCTP end to end reliability is broken.
IPSec can not be utilized for encryption/integrity protection of S1-AP or for device authentication as IP is not extended to the relay node.

	RRC issues
	No change in RRC for the basic function of an out of band relay. For physical layer coordination of in-band relay or optimizations will require RRC changes.
	RRC over Un needs to be updated to carry S1-AP and handle many more bearers, due to expanded DRB-ID.

Bearer creation on the Un is performed via RRC only (no NAS signaling), hence RRC needs to be expanded to carry the information normally carried by NAS.

	Security
	USIM and NDS1 
	USIM and NDS1
	USIM and NDS1
	USIM1 only. Can not provide IPsec based device authentication.


	Future Enhancements
	No issues.
	 No issues.
	No issues.
	 No issues.

	RN mobility (low priority)
	Complexity
	Regular RN handover is supported without any change.


	Specification changes are needed to transfer RN state in the S/P-GW.

Specification changes needed for RN mobility to transfer state of the UE’s under the RN maintained in the Relay GW function.
	Specification changes are needed to transfer RN state in the S/P-GW.


	Specification changes are needed for RN mobility to transfer state of the RN and the state of the UEs under the RN maintained in the DeNB.

	
	Delay
	Similar to a UE handover
	Similar to a UE handover

	
	Flexibility
	Partial group handover requires specification changes.
	Partial group handover requires further specification changes.

	Multi-hop support (low priority)
	Multi-hop is natively supported. Header compression can be used to maintain low overhead even with multi-hop deployment.
	New specification needed for multi-hop due to the following:

Packet forwarding in the RN network requires new routing mechanism to be introduced in the RN network.

End to end communication reliability of S1-AP and X2-C messages are further deteriorated.

Head of line blocking can become a more severe issue for S1-AP and X2-C messages of different UEs.


Notes:

1Subject to SA3 response
2Based on UE bearer setup procedure in TR36.806
Matrix Fields Interpretation - Informative
RN Complexity:
What is the complexity in specification, design and implementation of the RN? How easy it is to derive such node from existing nodes? 
DeNB Complexity:
What is the complexity in specification, design and implementation of the DeNB? How easy it is to derive such node from existing nodes?
Deployment:
Implementation impact for early deployment: How easy it is to deploy the alternative given the current Rel9 architecture as a reference starting point? 
Deployment flexibility: Is the deployment sub-optimal or is it already optimised to a viable level? Can the deployment be easily optimised?
Scalability (with respect to number of RNs and number of UEs): How does the deployment cope with increasing numbers of supported RNs and UEs (connected to RNs)?
Standardization Effort and Complexity: What is the anticipated impact on standardization? Is it easy to standardize the alternative as is, or are simplifications required? Is there any unclear issue that can end up being a showstopper delaying the standardization process? Is the alternative achievable for release 10 or should it be postponed for future releases?
Header Overhead/Compression: How much header overhead there is over the Un, as well as other interfaces due to tunnelling, multiplexing, etc…  Is it possible to use legacy header compression or new ROHC profiles or header compression algorithms required? If legacy methods can not be used, what is the complexity and efficiency of the new compression mechanisms/profiles?
UE mobility:
Complexity: Relaying is expected to work with release 8 UEs, but are there any differences from the UE handover procedures of release 8, from the CN point of view? 
Efficiency: Any unnecessary back and forth forwarding? 
Delay: What is the total required time for a UE handover? What is the handover interruption time? Does the delay fall within the limits set by release 8 standards?
QoS:
Bearer mapping between Un and UE EPS bearer and Number of Un bearers: Is it straightforward to guarantee the per-bearer QoS over the Un interface? If not, what upgrades have to be made to support it? Do these changes affect CN entities such as MME and P/S-GW?  How flexible the bearer mapping can be (per bearer, per UE, per QoS class, etc…) 
Can the release 8 limit of 8 bearers per UE be kept over the Un interface (i.e. 8 Un bearers per RN) or is there a need for more Un bearers? If more bearer are needed what is the impact of such increased number? 
QoS Control (UE AMBR; ARP; QCI; Control plane): 
Can we control the DL AMBR of UEs over the Un interface?
Can the ARP of the UE EPS bearers be used during admission over the Un?
Are the nine QCIs of release 8 sufficient or there is a need to define new ones? Will it be possible to keep the requirements of the release 8 QCIs as is, or would they have to be redefined taking the extra delay incurred due to relaying?
Can we satisfy the requirements of control plane messages between the RN and MME? Can control plane messages such as S1/X2 be transported over the Un with the required priority within signalling radio bearers? Or do they have to be mapped to DRBs? If so, are the current QCIs capable of satisfying the requirements? How about the impact of head of line blocking if DRBs are used for signalling transport?
RB setup/reconfiguration delay: What is the latency of radio bearer setup and reconfigurations? Does it meet the release 8 requirements?
Flow control: 
Do we require flow control mechanisms between the RN and DeNB? What kind of flow control mechanisms can be realized in the different architectures (per-bearer, per – UE, per QoS, per RN, etc), and what is the efficiency of each?
S1 issues: 
How is S1AP impacted with respect to the currently available protocol? How efficient is the S1 messaging, especially in the case of high density deployment? Does the RN have to keep S1 links directly with the MME and as such use part of the Un resources for S1 maintenance, such as SCTP keepalive or GTP-U echo messages? If so, what is the impact on overall system utilization as well as the incurred S1 latency? 
X2 issues:  
How is X2AP impacted with respect to the currently available protocol? How efficient is the X2 messaging, especially in the case of high density deployment? Does the RN have to keep X2 connections with all neighbour RNs at all time, as well as (non-donor) eNBs, or it has to keep only one X2 towards the donor eNB? What is the impact of both cases on the Un resource utilization, i.e. considering the SCTP keepalive and GTP-U echo messages as well as signalling required to enable optimizations such as ICIC where the RN might be required to forward its load information towards all the nodes with which it has X2 connection with? 
RRC issues: 
How is RRC impacted with respect to the currently available protocol? How efficient is transport of protocols over RRC? 
Security: 
What is the impact on security? Can we still keep the security requirements of release 8 (ciphering for both SRBs and DRBs and integrity protection for SRBs)? What kind of security mechanisms should be used over the Un?
Node Impact:
MME: Any upgrades needed in the MME to support RNs? Can the release 9 bearer setup, modification and QoS control be enough or major upgrades required?
S/P-GW: Any upgrades needed in the S/P-GW to support RNs? Can the release 9 S/P-GW be able to support RNs or major upgrades required?
Other Nodes: Is there any impact on other nodes (such as eNBs not supporting RNs), or is there the need of extra nodes?
Future Enhancements: Does the straightforward standardization of an alternative entails the need for future enhancements (standard revisions), which can already be identified at the moment, in order to provide optimized performance? Or is the alternative relatively difficult to standardize as is, but no further enhancements (standard revisions) are required for optimized performance, or at least no major ones can be seen at the moment?
RN mobility (low priority): Can the release 8 UE handover procedures be reused here? If not, what are the major required upgrades?  How much delay is incurred during a RN handover? Is the RN handover delay short enough to guarantee the QoS of the UEs under the RN will not be severely affected?  Is the RN handover mechanism able to support flexible admission of the relayed UEs and their bearers (i.e. whether partial admission of some of the bearers is accepted or it is all or nothing scheme where all the relayed UEs are admitted or not)?
Multi-hop support (low priority): Is the support of more than two hops straightforward? What are the scalability issues, in terms of extra overhead, delay and other QoS metrics, admission control issues, etc, …
