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1. Introduction
LTE-Advanced Relaying functionality was extensively discussed in the last RAN3 meeting. So far, requirements and functionality description have been captured in the baseline document [1]. In the baseline document, it is assumed that the X2 interface is allowed at the Relay Node (RN) and that the applicable X2 functions comprise all specified X2 functions. The benefit of terminating the X2 interface at the RN has also been captured in the baseline document and also studied in UE mobility scenario between the DeNB and the RN connected to that DeNB [2]. It is foreseen that the same conclusion can be deduced even when taking other mobility scenarios, e.g., handover between the RN and the non-Donor eNB (DeNB), and between the RNs, although it is FFS [1]. Therefore, this document investigates the further study issue based on the assumed architecture alternatives provided in [1] to prove the feasibility on having X2 interface at the RN for all possible mobility scenarios. 
2. Consideration on X2 interface between the RN and the non-DeNB
Figure 1 shows the X2 C-plane protocol stacks between the RN and the non-DeNB based on the assumption in the baseline document. There are following three architecture alternatives: 
Alternative 1: 
Full-L3 relay, transparent for DeNB

Alternative 2: 
Proxy S1/X2 (RN looks like cell under DeNB to MME)

Alternative 3: 
RN bearers terminate in DeNB
In alternative 1, RN’s P/S-GW serves backhaul link, and all packets towards the RN are delivered via the RN’s P/S-GW. Hence, the X2-AP messages sent between the RN and the non-DeNB are delivered via the RN’s P/S-GW. In alternative 2, the DeNB terminates the X2 interface both towards source and target node. Hence the X2-AP message sent between the RN and the non-DeNB are delivered without involving the core network. In addition, this alternative allows forwarding data handling at the DeNB, i.e., data buffering [1] due to its interface termination. In alternative 3, the RN’s P/S-GW functionality is embedded with the DeNB, and so the DeNB is acting as IP router and does not interpret any of X2-AP messages passing through it. Hence, the X2-AP messages sent between the RN and the non-DeNB are delivered without involving the core network. 
When investigating the X2 interface necessity, the trade off between MME load and processing capability and the complexity of defining the X2 interface should be taken into account [2]. However, even if the X2-AP messages are delivered via the RN’s P/S-GW in alternative 1, there are advantages in having a X2 interface rather than only having a S1 interface in order to reduce C-plane handover latency and MME processing load. Under the current baseline assumption that the X2 interface for RN is deployed in the same manner as Release 8 deployment, the number of SCTP connection that the RN needs to establish with the neighbor (non-)DeNBs, the ability to manage in the NRT and to exchange cell load information, are almost the same as the Macro eNB deployment, and hence, the complexity of defining the X2 interface is negligible. 
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Figure 1: X2 C-plane protocol stack alternatives between the RN and the non-DeNB

3. Consideration on X2 interface between the RNs
Figure 2 shows the X2 C-plane protocol stacks between the RNs connected to the different DeNB (mobility scenario 3 in Annex A), which comprises the mobility scenario 4 (handover between the RNs connected to the same DeNB) and 5 (handover between the  multi-hopping RNs). As well as the abovementioned scenario in section 2, defining the X2 interface has clear advantages from the C-plane handover latency and MME processing load point of view in these scenarios. It is also foreseen that there is no significant impact to establish the X2 interface between the RNs under the same assumption as in Release 8 deployment. Even if the order of the X2 interface magnitude is beyond the Release 8 assumption (e.g., the RN is deployed for the urban/indoor hot spot scenarios), the DeNB embedded with HeNB GW-like functionality can serve as a concentrator to scale the support of a number of RNs in alternative 2. However, the required functionality for that purpose is FFS. 
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Figure 2: X2 C-plane protocol stack alternatives between the RNs
4. Conclusion and proposal
Table 1 shows the revised summary in [2] considering the further investigation taken place in this document. It is shown that there are advantages in having the X2 interface in possible UE mobility scenarios based on the current RAN3 assumption. As a consequence, we propose that it is feasible to define the X2 interface at the RN in all Relay architecture alternatives. 
Table 1 Pros & Cons of X2 interface necessity (revised)
	
	X2 interface is supported
	X2 interface is not supported

	U-plane
	HO latency
	No performance gap

	
	Radio bearer
	Needed for S1/X2-U (might be possible to use the same DRB)
	Only needed for S1-U

	C-plane
	HO latency
	Lower latency in all alternatives
	Large latency

	
	UE context management
	DeNB, RN
	MME, DeNB, RN

	
	MME processing load
	Low
	High

	
	NRT management
	Needs to manage neighbour (non-)eNBs and RNs entry in the NRT
- no impact under the assumption that the same order of the X2 interface magnitude as in Macro eNB deployment is applied
	Only needs to communicate with the MME

	
	Number of SCTP connections
	Equals to number of neighbour (non-)eNBs and RNs 
- In Alt. 2, only a single connection between the RN and the DeNB would be feasible. 
	1

	
	eNB configuration / cell load information exchange load
	No impact under the assumption that the same order of the X2 interface magnitude as in Macro eNB deployment is applied.
	－


■: the cons, red bold: significant cons
Therefore, the following is proposed:

To agree on the feasibility of defining X2 interface at the RN in all relay architecture alternatives. 
Annex B shows the X2 C-plane protocol stacks for another scenario with which multi-hopping RN is concerned (scenario 6: handover between the RN and the DeNB via the multi-hopping RN). Evin in this scenario, there are advantages in having the X2 interface in addition to the conclusion proven for the abovementioned scenarios. Multi-hopping RN increases TNL overhead over the Un interface in proportion to the number of hops. However, the header compression scheme, i.e., RoHC allows minimization of the overhead, and hence the TNL overhead is not a significant concern for multi-hopping RN. 
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Annex A: Mobility Scenario [2]
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Figure A-1: UE mobility scenarios for Relay architecture
Annex B: X2 C-plane protocol stack alternatives for mobility scenario 6 (RN <-> (RN) <-> DeNB)
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Figure B-1: X2 C-plane protocol stack alternatives between the RN and the DeNB via the multi-hopping RN
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(c) X2 C-plane architecture alternative 3
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