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1. Introduction
In last RAN3 meeting, it has been agreed that LTE will reuse current SYNC, and add some clarifications for LTE [1], for example, 

---

5.4.1.1
Successful operation

…

Upon reception of a user data frame, the RAN Access interface UP protocol layer within the RAN Access node checks the consistency of the RAN Access interface UP frame as follows:

…
-
Then the RAN Access node utilises the time stamp information to schedule the user data on the radio interface on the next TTI for UTRAN or dynamic scheduling interval for E-UTRAN as defined in [6].

---

Note: In RAN2, the “Dynamic Scheduling Interval” is replaced with “MSAP Occasion”[3]. While we do not differentiate them in the discussion part, the proposed change uses RAN2 agreement.

But it is unclear on when the dynamic scheduling interval is. Is it the next Dynamic Scheduling Interval just like the next TTI for UTRAN, or any Dynamic Scheduling Interval starting from the next MSAP occasion? This contribution clarifies that Dynamic Scheduling interval mentioned in Section 5.4.1.1 can only be the next MSAP occasion considering that Rel-9 MBMS only support GBR service.

2. When to drop packets in eNB

The fundamental question is when to drop the packets in eNB. If RAN3 decided to drop packets at the end of each MSAP occasion, then it is clear that RAN access node can only schedule the user data on the radio interface in the next MSAP occasion, i.e. the SYNC packet is either sent over the air, or dropped. Otherwise, it leads to the point that RAN access node can schedule the user data on the radio interface in the next (or next next, or even later) MSAP occasion.

There are two options on when to drop packets in eNB as described in [5]
· Option 1: packet dropping at the end of each scheduling period if necessary.
· Option 2: packet dropping at the end of each synchronization period if necessary.

It is our understanding that scheduling period, as mentioned in the above in Option 1 refers to the MSAP occasion. Before the beginning next MSAP occasion of a, the eNB decides all the data packets that should be transmitted in this MSAP occasion, and generates the corresponding dynamic scheduling information (DSI). At the beginning of MSAP occasion, the eNB transmit the DSI from which UE acquires the location of its interested service and only receive data in the corresponding subframes. Therefore, if the actual time indicated by timestamp locates in the middle of a MSAP occasion, the eNB could not transmit this packet in the current MSAP occasion. Otherwise, UE would not receive this packet without the help of DSI. The next MSAP occasion is the first one in which the eNB could transmit this data packet. 
In Option 1, when the eNB receive too much SYNC packets that cannot be scheduled in the next MSAP Occasion, eNB drop those packets.
In Option 2, when the eNB receives too much SYNC packets that cannot be scheduling in the next MSAP Occasion, eNB buffer those packets, and have a re-try in next next MSAP Occasion, or even later MSAP Occasion. However, this method adds additional delay and complexity. The added delay is at least equal to the MSAP occasion duration. 
Rel-9 MBMS only support GBR service. As stated in 23.203[2], GBR service has strict requirement on PDB. 23.203 states:
Services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and 98 percent of the packets shall not experience a delay exceeding the QCI's PDB. Exceptions (e.g. transient link outages) can always occur in a radio access system which may then lead to congestion related packet drops even for services using a GBR QCI and sending at a rate smaller than or equal to GBR. Packets that have not been dropped due to congestion may still be subject to non congestion related packet losses (see PELR below).
So in option 2, the added delay will cause the PDB exceed the requirements in 23.203. In addition, Option 2 can cause de-synchronization during consecutive packet loss as described in [2]. Thus only option 1 is acceptable.
Proposal 1: Define the packet dropping at the end of each MSAP occasion if it is necessary.
The text in R3-092588 shall be clarified that it only refers to next MSAP Occasion. The proposed changes are as below:
---

5.4.1
Transfer of User Data for MBMS procedure

5.4.1.1
Successful operation

…

Upon reception of a user data frame, the RAN Access interface UP protocol layer within the RAN Access node checks the consistency of the RAN Access interface UP frame as follows:

-
The Frame Handler function checks the consistency of the frame header and the consistency of the packet counter value.

-
Then the RAN Access node utilises the time stamp information to schedule the user data on the radio interface on the next TTI for UTRAN or next MSAP occasion for E-UTRAN as defined in [6].

Proposal 2: Accept the proposed change on R3-092588 as described above.
3. Summary and proposal
This contribution describes the necessary to define packet drop at the end of each Dynamic Scheduling Period to meet the QoS requirement for GBR service. 
Proposal: 
Proposal 1: Define the packet dropping at the end of each MSAP occasion if it is necessary.
Proposal 2: Accept the proposed change on R3-092588 as described above.
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