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1 Introduction 
In RAN2 #67bis, issue of consecutive packets loss in MBSFN transmission was discussed. It’s concluded that “RAN2 trusts RAN3 to introduce enhancements later to allow for dynamic bit rates and reduce the impact of M1 losses”. [4]

In this paper, we discuss 2 solutions to reduce the impact of consecutive packets loss: CP solution - X2 based information exchange, and UP solution - SYNC protocol enhancement. 
2 Discussion
2.1 Impact of consecutive SYNC PDU loss
In the previous RAN3 meeting, we discussed a scheduling approach based on scheduling period group [1]. This approach is also known as synchronization period alike method. One problem to implement this kind of approach is that when consecutive SYNC PDU are not received by one eNB, resynchronization in that eNB can only be achieved at the start of next scheduling period group/synchronization period. 
Even if the synchronization period approach is not adopted, eNB shall also mute the rest of scheduling period until the next scheduling period. Since scheduling period is from hundreds of mini seconds to more than one second, this kind of impact is still worth being minimized, considering the user experience will be worse when the unnecessarily muted SYNC PDUs contain key frames of video stream.
Following figure shows the impact if consecutive SYNC PDUs are lost. Data packets after the lost SYNC PDU are to be muted before synchronization is recovered. In the extreme case that the first service is the one that loses SYNC PDUs, the subsequent services will be muted unnecessarily.
Moreover, if SYNC type 0 frames of a service are also lost, eNB may not know the total number and the total size of a certain synchronization sequence. The eNB can not structure dynamic scheduling information (DSI) for a whole scheduling period correctly. To receive a certain MBMS service, UE has to receive the MBMS service in a whole scheduling period. It is not beneficial for UE’s power saving.
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Figure 1: Impact of consecutive SYNC PDUs loss

If eNB can obtain the length of each lost SYNC PDU, the eNB can calculate the overhead and position the lost SYNC PDUs should taken in RLC PDU. Thus eNB only need to mute the TTIs that contain lost SYNC PDUs, not to mute to the end of scheduling period/synchronization period.

2.2 Option 1: Enhancement via X2 formation exchange
In this solution, eNB obtain length of lost SYNC PDU from neighboring eNBs. One eNB can initiate request on these cases:

· Consecutive SYNC PDU loss with the help of SYNC 

· SYNC control frame loss  
Source eNB initiate the request with following information:
· Service identity: TMGI
· SYNC sequence identity: Timestamp of the SYNC sequence 
· List of Sequence number of lost SYNC PDUs.

· Indication to request total SYNC PDU number, if type 0 is lost

· Last received SYNC PDU Sequence number if type 0 is lost. 

Target eNB response with following information: 

· Service identity : TMGI
· SYNC Sequence identity: Timestamp of SYNC Sequence 

· List of Length of SYNC PDUs
· Total SYNC PDU number if source requested
To achieve higher reliability, eNB can send requests to multiple neighboring eNBs. At least one of the neighboring eNBs will be expected to feedback the requested information. 
If one neighbor returns only part of lost SYNC PDUs, the eNB may know what it wants to know based on the “part” information with the help of synchronization information of SYNC protocol. For example, the sequence numbers (SN) of the lost SYNC PDUs are N and N+1, if the neighboring eNB1 feedbacks only the length of SYNC PDU N, eNB2 can calculate the length of N+1 with help of “Elapsed Octet Counter”carried in following SYNC PDU.
X2 signaling load
The probability of consecutive SYNC PDU loss is relatively small. Thus, X2 signaling load increased by this approach will be limited. 
One eNB can initiate the request on receiving type 0 frame to minimize the request number per SYNC sequence, there will be only one request for one SYNC sequence in which consecutive packet loss occurs.
One eNB can also exchange service information with its neighboring eNBs on which services they are receiving. Thus, it can send requests to those neighbors which are receiving the requested services. Unnecessary requests are avoided to reduce signaling load further. 

Feasibility analysis
In case that SYNC PDUs are lost over M1, regarding the routes from MBMS GW to its neighboring eNBs are probably different, it’s possible that the neighboring eNBs received the requested SYNC PDU. In this scenario, this solution will be helpful.

Following figure shows an example timeline. This figure shows the delay issue of this solution.
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figure2: Timeline of SYNC processing
To ensure the last SYNC PDU of a synchronization sequence will be received by eNB and eNB has enough time for processing, when marking timestamp, the following factors shall be considered: 
· the Maximum Transmission Delay from BMSC to the farthermost eNB, 
· the length of the synchronization sequence 
· other extra delay (e.g. processing delay in eNB )
Thus, how long to buffer one SYNC PDU in eNB depends on the position in synchronization sequence, and buffering time varies from (synchronization sequence length + processing delay) to (merely processing delay). 
Furthermore, the buffering time of one synchronization sequence also is related to the gap between timestamp and the scheduling period which it will be mapped onto. As shown in figure 1, the “delay from timestamp to Tx” varies from 0 to one scheduling period long. 
In conclusion, the maximum buffering time for one SYNC PDU will be: Synchronization sequence length + scheduling period length + processing delay assigned by BMSC.
The minimum buffering time for on SYNC PDU will be only the processing delay assigned by BMSC.
Considering that X2 interface delay should be dozed of millisecond, the eNB will have enough time to retrieve information from neighboring for most cases, since SYNC PDU loss doesn’t always happen in the end of a synchronization sequence. And anyway, BM-SC can increase processing delay when marking timestamp to allow the X2 procedure delay.
2.3 Option 2 : Enhancement via SYNC Protocol
Basic ideal

Option 2 is UP-based solution. Basically, BM-SC can indicate the length of every SYNC PDU of one SYNC sequence at the end of a SYNC sequence. BM-SC can keep SYNC PDU length of a SYNC sequence in memory and at the end of the SYNC sequence, it fills these length in following control frames.
To ensure reliability, this control frame can be repeated multiple times, similar to that for SYNC type 0 frames. Thus, we can rely on this information to help synchronization recovery. 
Follow information are required in this control frame:

· SYNC PDU number, same as “Packet Number” in type 0 frame, denotes the packet number in a SYNC sequence. 

· List of Length of each SYNC PDU, denotes length of all SYNC PDUs in a SYNC sequence. 
The overhead to TNL bandwidth is mainly due to list of SYNC PDU length. For each SYNC PDU length field, 2 octets or 12 bits is enough. If the control frame is repeated 3 times, the overhead is increased to 3*2 octets, assuming 2 octets are used for one SYNC PDU length.  Thus, the ration of overhead compare to SYNC PDU depends on average SYNC PDU length. Following table shows the ratio for different average SYNC PDU length. 
	Average SYNC PUD length
	100 octets
	200 octets
	300 octets
	400 octets

	Ratio of overhead
	6%
	3%
	2%
	1.5%


We can conclude that the overhead per SYNC PDU is small enough even in extreme cases (average 100 octets per SYNC PDU)
Anther issue is whether the information can be fit into one SYNC frame. The size of this information depends on the SYNC PDU number in one SYNC sequence. The SYNC PDU number further depends on service bit rate; average SYNC PDU length and SYNC sequence length.
The service bit rate varies from several kbps to 512bps, the average SYNC PDU length varies from 100 octets to 400 octets, and the SYNC sequence length configurable from 40ms to 320ms.
So, we can calculate the SYNC PDU number per SYNC sequence, considering variation of these parameters.
Following table shows the number of SYNC PDU in one SYNC sequence, with different average SYNC PDU length and SYNC sequence length, the service bit rate is 512kbps. 
	Number of SYNC PDU per SYNC Sequence
	320ms
	160ms
	80ms
	40ms

	400 octets per SYNC PDU
	55
	28
	14
	7

	200 octets per SYNC PDU
	110
	55
	28
	14

	100 octets per SYNC PDU
	220
	110
	55
	28


In this table, even in extreme case with large SYNC sequence length and small average SYNC PDU length, the SYNC PDU number is small enough to fill into one SYNC frame.

And, anyway, thank for configurable SYNC sequence length, BM-SC can configure SYNC sequence length to limit the SYNC PDU number per SYNC sequence.
In summarization, option 2 has following advantages:

· No additional control plane procedures are needed 

· Workable when packet loss in both BMSC to MGW and M1 interface 

· Limited extra bandwidth requirement 

Impact on SYNC protocol
We have 2 implementation approaches regarding the modification of SYNC protocol. 
· 1) Extend SYNC type 0 frame format, as shown in figure 3;
· 2) Define a new SYNC type format dedicated for this solution, as shown in figure 4;
The advantage of approach 1) is that we need not to introduce additional SYNC type. But we wonder if any extension of type 0 frame will cause compatibility problem if we take one bearer for both LTE and release 8 UMTS into account. 
If we chose approach 2), and one bearer for both LTE and release 8 UMTS is applied, there will be no compatibility problem since type 0 frame is untouched. But, release 8 UMTS will not utilize this enhancement.  
	Bits


	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=0)
	spare
	1
	Frame Control Part

	Time Stamp
	2
	

	Packet Number
	2
	

	Elapsed Octet Counter
	4
	

	Total Number Of Packet
	3
	

	Total Number Of Octet
	5
	

	Header CRC
	Payload CRC
	2


	Frame Check Sum Part

	Payload CRC
	
	

	Length of Packets
	2* Packet Number
	

	Spare extension
	0-4
	


Figure 3.Approach 1) extension to type 0 frame 
	Bits


	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=x)
	spare
	1
	Frame Control Part

	Time Stamp
	2
	

	Packet Number
	2
	

	Header CRC
	Payload CRC
	2


	Frame Check Sum Part

	Payload CRC
	
	

	Length of Packets
	2* Packet Number
	

	Spare extension
	0-4
	


Figure 4.Approach 2) define SYNC PDU Type x Format

3 Conclusion 
In this paper, we discussed 2 solutions to minimize the impact of consecutive packet loss. The feasibility analysis is also provided. The Co-source companies kindly propose RAN3 to adopt one of the 2 solutions.
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