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1 Introduction
In this paper, we analysis consecutive packet loss issues of SYNC PDU, and confirm that this is a rare case.
2 Discussion
The following is agreed in the last RAN meeting.

“If two or more consecutive SYNC SDUs within a SYNC bearer are not received by the eNB, it stops transmitting the associated MCH from the subframe corresponding to the consecutive losses until the end of the corresponding MSAP occasion.”
RAN2 confirmed “no RLC change” in R2#67bis, but asked RAN3 to analysis the consecutive packet loss issue and to address this issue in RAN3 only if it is big.  Paper [9] introduces a X2 approach to help eNBs with consecutive packet loss problem get recovery by asking data or packet length of loss packets from neighbour eNBs. Paper [10] adds length list of type 1 SYNC PDUs in  SYNC PDU Type 0 to reduce impact of consecutive packet loss problem. Now this paper is going to address the first question, whether consecutive packet loss problem is big or just a rare case.

Paper [3] shows statistics of packet loss problem in Internet; such as in a full IP provider backbone the typical loss rate is 0.1%~ 0.3%. From Table “Standardized QCI characteristics” in [8], we could see the packet loss rate of bearers except conversational voice are less than 0.1% in air interface, therefore we believe the requirement of packet loss rate in wired link should be less than 0.1% also. Here we assume packet loss rate of operators’ IP network is 0.1%. Paper [1] indicates eNBs could recover from de-synchronization in a new dynamic scheduling interval, thus analysing consecutive packet loss for the duration less than or equal to 320ms is feasible. MTCH with larger dynamic scheduling interval often means low bit rate. Here we assume BMSC sends 75 MBMS packets per second with packet size equal to 400 bytes as it is in paper [3], but we can deduce the probability of consecutive packet loss in a MCH with 30 multiplexed MBMS bearers is about 0.1% in appendix by using Markov chain model to illustrate burst error, which is very close to reality and refine the mathematic model in paper [11]. 

Beside the way of muting in dynamic scheduling interval, sending the received packets of any MBMS bearers in restricted power may make 50% affected UEs still receive MBMS data with no big interruption, so consecutive packet loss problem will be even smaller. Therefore we conclude that the impact of consecutive packet loss is really small in the whole MBSFN area. 
To conclude, we think consecutive SYNC PDU losses are rare, and there is no need to modify SYNC protocol to cope with this rare case also. We also wonder that introducing extra signalling and overhead on X2 really works well, because neighbour eNBs are often in the same parent node of IP multicast tree and may have the same packet dropping. Consecutive packet loss can become even smaller when we have less multiplexing services or less packets in sync sequence. Therefore we make the proposal below in an attempt to close this open issue.
Proposal 1: Nothing is needed to address consecutive packet loss problem, which is not massive esp. in R9.
3 Conslusion

In this contribution, we discussed the consecutive packet loss problem and proposed:
Proposal 1: Nothing is needed to address consecutive packet loss problem, which is not massive esp. in R9.
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5 Appendix
Statistics in paper [5] came from the experiment on a real network in paper [4] conducted by Yajnik in 1996. A multicast tree was created in a large area from California to eastern shore in US and some European countries over Internet. You can see the lowest packet loss rate is above 5% in their simulation. Fortunately, operators have better core network with only 0.1% packet loss rate now, and one MBMS-GW may not cover this so big area.
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“llength® denotes loss length of a burst, that is, each of the numbers in the first row gives the numbers of consecutive packets lost in a burst. Row 2
through to the last row of the first column of the table gives the names of machines. Underneath each machine name is the overall percentage loss. The
*213" column gives the numbers of burst losses with lengths greater or equal 13. “total” is the total numbers of bursts with lengths greater or equal 2.
“long’ means the longest burst loss suffered by a receiver. RFV sent a total of 43001 packets to the set of receivers on April 19%, 1996.




We can deduce the following table based on the above table copied from [5]. 

	
	Loss Packets
	Received Packets
	Single Packet Loss
	Consecutive Packet Busrt
	Burst Error Number
	Packet Loss Rate
	0-->0
	1-->0

	
	
	
	
	
	
	0
	1
	1

	spiff
	2358
	42643
	2046
	130
	2176
	5.24%
	0.948971695
	0.922815946

	ursa
	2376
	42625
	2058
	133
	2191
	5.28%
	0.94859824
	0.922138047

	lupus
	2376
	42625
	2058
	133
	2191
	5.28%
	0.94859824
	0.922138047

	float
	2430
	42571
	2058
	144
	2202
	5.40%
	0.948274647
	0.90617284

	cedar
	2466
	42535
	2062
	156
	2218
	5.48%
	0.947854708
	0.899432279

	erlang
	2511
	42490
	2150
	150
	2300
	5.58%
	0.945869616
	0.915969733

	tove
	2786
	42215
	2345
	186
	2531
	6.19%
	0.940045008
	0.908470926

	excalibur
	2831
	42170
	2362
	202
	2564
	6.29%
	0.939198482
	0.905687036

	bagpipe
	2862
	42139
	2397
	206
	2603
	6.36%
	0.938228245
	0.909503843

	edgar
	5846
	39155
	2538
	278
	2816
	12.99%
	0.928080705
	0.481696887

	artemis
	11709
	33292
	6046
	2131
	8177
	26.02%
	0.754385438
	0.698351695

	pax
	11709
	33292
	6252
	2086
	8338
	26.02%
	0.749549441
	0.712101802


Where “0-->0” means the probability of successful receiving of SYNC PDU when the previous SYNC PDU is successful received, and “1-->0” means the probability of successful receiving of SYNC PDU when the previous SYNC PDU is unsuccessful received. From the table, we can see these two variables depend on packet loss rate. Normally, when packet loss rate goes high, these two probabilities go down. We use statistic tools to evaluate values of these two variables when packet loss rate equals to 0.1%. They are 0.99903 for “0-->0” and 0.99845 for “1-->0”.  The two curves look like the curve in Figure 1 which analysis the relationship between probability of single packet loss and packet loss rate. We can see from the values are more stable when the packet loss rate is low. We can regard the curve between packet loss rate = 0 and 0.1 as a line.
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Figure 1
We use ‘0-->0” and ‘1-->0” to generate probability transition matrix in Markov Chain model, and simulate sync sequence transmission in 320ms 10000000 times. We get the results in the following table. 

	Packet Loss Rate
	Packet Number per Sync Sequence
	Consecutive Packet Loss Probabiliry of one MBMS service
	Consecutive Packet Loss Probabiliry of 16 multiplexing MBMS services
	Consecutive Packet Loss Probabiliry of 30 multiplexing MBMS services

	0.10%
	24
	0.000033
	0.000527869
	0.001002


Therefore, consecutive packet loss happens with only 0.1% probability. When packet number in one sync sequence goes down, or with less multiplexing services, the probability goes down also. 
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