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1. Introduction

In TR 36.806 v0.1.0 on Relay architectures for E-UTRA (LTE-Advanced) there are 4 alternatives of the relay architecture defined for further study [1]. In order to facilitate the down selection process, some quantitative comparisons through simulations and analysis on the performance and specification impacts should be performed. In order to facilitate the decision on the S1-U termination this contribution analyzes and compares the GBR bearer setup latency of the two-hop relay network for all alternatives. It is shown that the latency could be reduced by integrating the S-GW/P-GW(RN) into the DeNB (Alternative 2 and 3). However, the minimal latency is achieved by terminating the S1-U at DeNB where the RN bearer is updated locally without involvement of the CN (Alternative 4). This analysis result clearly shows that Alternative 4 has the minimal GBR bearer setup latency, whereas Alternative 1 incurs the worst GBR bearer setup latency. 
The C-plane protocol stack for Alternative 1/3, 2, and 4 are presented in Figure 1 – Figure 3 [1]. 
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Figure 1. Control plane protocol stack – Alt 1, 3.
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Figure 2. Control plane protocol stack – Alt 2.
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Figure 3. Control plane protocol stack – Alt 4.

The corresponding U-Plane for each alternative is described as following.

· Alt 1: S1-U purely terminated in the RN, GTP-U over UDP/IP
· DeNB does not interpret any of the GTP-U tunnel passing through it
· GTP-U carried by UDP/IP layer
· RN initiates Un bearer update
· Alt 2: S1-U terminated in RN but S1-U transport networks terminate in RN and DeNB respectively, GTP-U over UDP/IP
· The S1-U transport network over Un is separated from the S1-U transport network in the backhaul
· DeNB terminates the GTP-U tunnel at one side and re-map to it another GTP-U tunnel at the other side
· S1-U carried by UDP/IP layer on the Un interface
· DeNB initiates Un bearer update
· Alt 3: S1-U terminated in RN, GTP-U over UDP/IP

· Similar with Alt1 but SGW/PGW(RN) is located in DeNB
· RN initiates Un bearer update
· Alt 4: S1-U terminated in DeNB
· DeNB provides one-to-one DRB mapping between Un and Uu
· UE’s U-Plane packets are carried by DRB over the Un interface

· Each Un bearer is updated locally without involving CN
In order to perform the analysis, some assumptions are made below:

1) Only two-hop scenario is considered; multi-hop scenario is left for further study.

2) For type-I relay, RN controls its own cells and it has similar AS layer with DeNB, the computing power of RN is assumed to be the same as DeNB’s. In general, network node in the CN may have more computing power than DeNB. However, the node in CN has to serve larger amount of traffic than DeNB. Therefore, the processing delay for each node is assumed to be the same in the analysis, and it is 3 ms for average [3][4].
3) In [2], the transfer delay for S1-MME message in the backhaul link is assumed to be from 2 to 15 ms. Therefore, in this contribution, we assume that the transfer delay for S1-MME and S11-C message in the backhaul link is 2 ms (i.e. the “best case” in following estimated latency tables) - 15 ms (i.e. the “worst case” in following estimated latency tables). 

4) The MBSFN subframe configuration supporting type-I relay also introduces extra UL/DL scheduling delays at the Un interface [6]. As noted in [5], Rel-8 UL is based on synchronous HARQ, where control and data channels occur with 8-subframe separation for FDD. Base on this, the MBSFN subframes where the RN acts as an eNB (to listen to UE) need to have a period of 8ms [5]. In this case, the minimum UL scheduling cycle at the Un interface is 8 ms [5]. It results in an average waiting time of 4 ms for uplink scheduling delay and downlink scheduling delay of RN.

5) In order to compare the performance of all alternatives, it is assumed that Uu interface is created after the update of Un is completed in all alternatives. Optimizations for each alternative are left for further study after next level details of operating procedures are disclosed.
6) After analyzing the GBR bearer setup procedure, the latency of Alternative 3 is between that of Alternative 1 and 2. Therefore, detailed analysis of Alternative 3 is skipped in this contribution.
2. Analysis of GBR bearer setup latency

   The GBR bearer setup procedure for Alternative 1 is shown in Figure 4, where RN initiates the RN bearer update procedure before creating the UE radio bearer. Because the S-GW/P-GW(RN) is not integrated into the DeNB, control signals from MME(UE) has to be routed to S-GW/P-GW(RN) first, and then forwarded to the DeNB by S-GW/P-GW(RN). Table A lists estimated latency components for GBR bearer setup in Alternative 1, where the estimated latency for updating RN backhaul bearer is marked as red. The total estimate latency for Alternative 1 architecture to setup a GBR bearer is 117 ms for best case or 273 ms for worst case, where latency for updating RN backhaul bearer is 55 ms (47% of total estimated latency) for best case or 133 ms (49% of total estimated latency) for worst case. This means that if the S-GW/P-GW(RN) is integrated into the DeNB or eliminated completely from the architecture, the setup latency for the GBR bearer could be improved dramatically by reducing or eliminating the latency of updating the RN backhaul bearer.
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Figure 4. GBR bearer setup procedure for type-I relay (Alternative 1).

Table A Estimated latency components for GBR bearer setup in type-I relay (Alternative 1)
	Component
	Description
	Best  Case for  S1-MME/S11-C transfer latency
	Worst Case for S1-MME/S11-C transfer latency

	1
	S11-C Transfer delay
	2
	15

	2
	Processing delay in MME(UE)
	3
	3

	3
	S1-MME Transfer delay
	2
	15

	4
	Processing delay in S-GW/P-GW(RN)
	3
	3

	5
	S1-MME Transfer delay
	2
	15

	6a
	Processing delay in DeNB
	3
	3

	6b
	Delay for DL scheduling Period
	4
	4

	7
	Transmission of S1AP message over Un interface
	1
	1

	8a
	Processing delay in RN (L2 and RRC)
	3
	3

	8b
	Delay for UL Scheduling Period
	4
	4

	9
	Transmission of NAS message over Un interface
	1
	1

	10
	Processing delay in DeNB
	3
	3

	11
	S1-MME Transfer delay
	2
	15

	12
	Processing delay in MME(RN)
	3
	3

	13
	S11-C Transfer delay
	2
	15

	14
	Processing delay in S/P-GW(RN)
	3
	3

	15
	S11-C Transfer delay 
	2
	15

	16
	Processing delay in MME(RN)
	3
	3

	17
	S1-MME Transfer delay
	2
	15

	18a
	Processing delay in DeNB
	3
	3

	18b
	Delay for DL scheduling Period
	4
	4

	19
	Transmission of RRC Connection Reconfiguration
	1
	1

	20a
	Processing delay in RN
	3
	3

	20b
	Delay for UL scheduling Period
	4
	4

	21
	Transmission of RRC Connection Reconfiguration Complete
	1
	1

	22
	Processing delay in DeNB
	3
	3

	23
	S1-MME Transfer delay
	2
	15

	24
	Processing delay in MME(RN)
	3
	3

	25
	S1-MME Transfer delay
	2
	15

	26a
	Processing delay in DeNB
	3
	3

	26b
	Delay for DL scheduling Period
	4
	4

	27
	Transmission of NAS message over Un interface
	1
	1

	28a
	Processing Delay in RN
	3
	3

	28b
	Delay for DL scheduling Period
	4
	4

	29
	Transmission of RRC Connection Reconfiguration
	1
	1

	30
	Processing delay in UE
	3
	3

	31
	Transmission of RRC Connection Reconfiguration Complete
	1
	1

	32a
	Processing Delay in RN
	3
	3

	32b
	Delay for UL scheduling Period
	4
	4

	33
	Transmission of S1AP message over Un interface
	1
	1

	34
	Processing delay in DeNB
	3
	3

	35
	S1-MME Transfer delay
	2
	15

	36
	Processing delay in S-GW/P-GW(RN)
	3
	3

	37
	S1-MME Transfer delay
	2
	15

	38
	Processing delay in MME(UE)
	3
	3

	39
	S11-C Transfer delay
	2
	15

	
	Total latency [ms]
	117
	273


Alternative 2 can be treated as a variation of Alternative 1. Differences between Alternative 1 and 2 are that Alternative 2 integrates the S-GW/P-GW(RN) into the DeNB, and the DeNB is aware of the S1/X2 control signals for UE. The GBR bearer setup procedure for Alternative 2 is shown in Figure 5, where it is assumed that the integrated S-GW/P-GW(RN) in the DeNB initiates the RN backhaul update procedure [1]. Table B lists estimated latency components for GBR bearer setup in Alternative 2, where the estimated latency for updating RN backhaul bearer is marked as red. The total estimated latency for Alternative 2 to setup a GBR bearer is 78 ms for best S1-MME latency case or 182 ms for worst S1-MME latency case, where latency for updating the RN backhaul bearer is 33 ms (42% of total latency) for best case or 85 ms (47% of total latency) for worst case. From Table A and Table B, it can be found that integrating S-GW/P-GW(RN) into the DeNB reduces the latency for 22~48 ms. Therefore, the benefit of integrating S-GW/P-GW(RN) into the DeNB is considerably large. However, the latency for updating the RN backhaul bearer is still significant (i.e. 42%~47% of total estimated latency), which could be further improved by eliminating the procedure of updating the RN backhaul bearer. 
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Figure 5. GBR bearer setup procedure for type-I relay (Alternative 2).

Table B Estimated latency components for GBR bearer setup in type-I relay (Alternative 2)
	Component
	Description
	Best  Case for  S1-MME/S11-C transfer latency
	Worst Case for  S1-MME/S11-C transfer latency

	1
	S11-C Transfer delay
	2
	15

	2
	Processing delay in MME(UE)
	3
	3

	3
	S1-MME Transfer delay
	2
	15

	4
	Processing delay in DeNB
	3
	3

	5
	S1-MME Transfer delay
	2
	15

	6
	Processing delay in MME(RN)
	3
	3

	7
	S1-MME Transfer delay
	2
	15

	8a
	Processing delay in DeNB
	3
	3

	8b
	Delay for DL scheduling Period
	4
	4

	9
	Transmission of RRC Connection Reconfiguration
	1
	1

	10a
	Processing delay in RN
	3
	3

	10b
	Delay for UL scheduling Period
	4
	4

	11
	Transmission of RRC Connection Reconfiguration Complete
	1
	1

	12
	Processing delay in DeNB
	3
	3

	13
	S1-MME Transfer delay
	2
	15

	14
	Processing delay in MME(RN)
	3
	3

	15
	S1-MME Transfer delay
	2
	15

	16a
	Delay for DL scheduling Period
	4
	4

	16b
	Processing delay in DeNB (parallel with 16a, may be ignore)
	Ignore
	Ignore

	17
	Transmission of S1AP message over Un interface
	1
	1

	18a
	Processing Delay in RN
	3
	3

	18b
	Delay for DL scheduling Period
	4
	4

	19
	Transmission of RRC Connection Reconfiguration
	1
	1

	20
	Processing delay in UE
	3
	3

	21
	Transmission of RRC Connection Reconfiguration Complete
	1
	1

	22a
	Processing Delay in RN
	3
	3

	22b
	Delay for UL scheduling Period
	4
	4

	23
	Transmission of S1AP message over Un interface
	1
	1

	24
	Processing delay in DeNB
	3
	3

	25
	S1-MME Transfer delay
	2
	15

	26
	Processing delay in MME(UE)
	3
	3

	27
	S11-C Transfer delay
	2
	15

	
	Total latency [ms]
	78
	182


Alternative 4 relay architecture has similar proxy functionalities as Alternative 2 on C-Plane and U-Plane, where the DeNB is also aware of the S1/X2 control signals for UE. The major difference is that each EPS bearer of a UE connected to the RN is mapped to separate radio bearers over the Un interface (one-to-one mapping). Thus, the RN bearer update is performed locally in DeNB without involvement of the CN. Consequentially the latency for updating the RN backhaul bearer is eliminated completely. The GBR bearer setup procedure and estimated latency components for GBR bearer setup in Alternative 4 are shown in Figure 6 and Table C, respectively. The total estimate latency for Alternative 4 to create a GBR bearer is 61~113 ms. 
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Figure 6. GBR bearer setup procedure for type-I relay (Alternative 4).
Table C Estimated latency components for GBR bearer setup in type-I relay (Alternative 4)
	Component
	Description
	Best Case for S1-MME/S11-C transfer latency
	Worst Case for S1-MME/S11-C transfer latency

	1
	S11-C Transfer delay
	2
	15

	2
	Processing delay in MME(UE)
	3
	3

	3
	S1-MME Transfer delay
	2
	15

	4a
	Processing delay in DeNB
	3
	3

	4b
	Delay for DL scheduling Period
	4
	4

	5
	Transmission of RRC Connection Reconfiguration
	1
	1

	6a
	Processing delay in RN
	3
	3

	6b
	Delay for UL scheduling Period
	4
	4

	7
	Transmission of RRC Connection Reconfiguration Complete
	1
	1

	8a
	Processing delay in DeNB
	3
	3

	8b
	Delay for DL scheduling Period
	4
	4

	9
	Transmission of S1AP message over Un interface
	1
	1

	10a
	Processing Delay in RN
	3
	3

	10b
	Delay for DL scheduling Period
	4
	4

	11
	Transmission of RRC Connection Reconfiguration
	1
	1

	12
	Processing delay in UE
	3
	3

	13
	Transmission of RRC Connection Reconfiguration Complete
	1
	1

	14a
	Processing Delay in RN
	3
	3

	14b
	Delay for UL scheduling Period
	4
	4

	15
	Transmission of S1AP message over Un interface
	1
	1

	16
	Processing delay in DeNB
	3
	3

	17
	S1-MME Transfer delay
	2
	15

	18
	Processing delay in MME(UE)
	3
	3

	19
	S11-C Transfer delay
	2
	15

	
	Total latency [ms]
	61
	113


Table D Comparison of estimated latency for GBR bearer setup for Alternative 1, 2, and 4
	Alternative
	1
	2
	4

	Estimated Latency [ms]

(Best Case)
	117
	78
	61

	Estimated Latency [ms]

(Worst Case)
	273
	182
	113


We compare estimated latency of the GBR bearer setup for Alternative 1, 2, and 4 in Table D. It shows that the estimated latency for Alternative 1 is 1.92~2.42 times that of Alternative 4. Although Alternative 2 integrates S-GW/P-GW(RN) into the DeNB; its latency is still 1.28~1.61 times that of Alternative 4. Therefore, Alternative 4 has the minimal latency for the GBR bearer setup because its RN bearer is updated locally without CN’s involvement.
3. Conclusions

In this contribution, latency analysis on the GBR bearer setup procedure for four alternative relay architectures in two-hop scenario is presented. It is shown that the latency can be reduced by integrating the S-GW/P-GW(RN) into the DeNB (Alternative 2) and can be reduced further by updating the RN bearer locally without the involvement of the CN (Alternative 4). The analysis result shows that Alternative 4 achieve the minimal GBR bearer setup latency by having S1-U terminates at DeNB and providing one-to-one mapping between DRB of Uu and DRB of Un. 

Proposal 1: For Alternative 2, S1-U terminated in RN but S1-U transport networks terminate in RN and DeNB respectively.
Proposal 2: Alternative 4 has the minimal GBR bearer setup latency with the RN bearer updated locally without the involvement of CN.
Proposal 3: S1-U shall terminate at DeNB.
Proposal 4: Add an annex of the performance in TR 36.806 and adopt latency analytical results in this contribution in the TR.
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