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1 Introduction
In this paper, we analysis consecutive packet loss issues of SYNC PDU, and share our view that RLC needs not to be modified to cope with consecutive lost SYNC PDU.
2 Discussion

With the current agreements, eNB must mute transmission following two or more consecutive lost SYNC PDU. They mute until recovery, which occurs in the next dynamic scheduling interval.  Muting the whole sync period while consecutive packet loss occurs is not required, since RLC state should be reset at each dynamic scheduling interval.. In addition, sync period can last 600 seconds [8]..

Paper [3] shows statistics of packet loss in Internet; such as in a full IP provider backbone the typical loss rate is 0.1%~ 0.3%. From Table “Standardized QCI characteristics” in [9], we could see the packet loss rate of bearers except conversational voice are less than 0.1% in air interface, therefore we believe the requirement of packet loss rate in wired link should be less than 0.1% also. Here we assume packet loss rate of operators’ IP network is 0.1%. Paper [1] indicates eNBs could recover from de-synchronization in a new dynamic scheduling interval, thus analysing consecutive packet loss for the duration less than or equal to 640ms is feasible. Here we assume BMSC sends 75 MBMS packets per second with packet size equal to 400 bytes as assumed in paper [3]. In the appendix, we deduce the probability of consecutive packet loss in a MCH with 32 multiplexed MBMS bearers is about 0.01%. The result indicates in the whole MBSFN area, there are only 0.01% eNBs facing the consecutive packet loss problem during each 640ms. Further, if the consecutive loss occurs for a packet that should have been transmitted towards the end of the dynamic scheduling interval, the effect is smaller.
Beside the way of muting in dynamic scheduling interval, sending the received packets of any MBMS bearers in restricted power may make 50% affected UEs still receive MBMS data with no big interruption. In addition as we know, 320ms is a normal value of dynamic scheduling period, so consecutive packet loss problem will be even smaller. Therefore we conclude that only a few (less than 0.01%) UE in the whole MBSFN area are affected by the consecutive packet loss. 
Consecutive packet loss problem would have a larger impact if overflow data can be carried over to the next dynamic scheduling interval. However, in our opinion, it is better to limit the overflow by flow shaping at the BM-SC, and disallow carry-over of buffered data to the next dynamic scheduling interval. 

To conclude, we agree with the RAN2 understanding that consecutive SYNC PDU losses are rare, and there is no need to modify RLC to cope with this rare rase. We make the proposal below in an attempt to close this open issue.
Proposal 1: RAN3 confirms RAN2 decision that RLC is not modified to handle consecutive SYNC PDU loss
3 Conclusion

In conclusion, we propose
Proposal 1: RAN3 confirms RAN2 decision that RLC is not modified to handle consecutive SYNC PDU loss
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5 Appendix
Statistics in paper [6] came from an experiment on a real network in paper [5] conducted by Yajnik in 1996. A multicast tree was created in a large area from California to the eastern shore in the US and some European countries over Internet. The lowest packet loss rate is above 5%. Fortunately, operators have better core network with only 0.1% packet loss rate now, and one MBMS-GW may not cover this so big area.
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‘and “total” columns show there were very few bursts with lengths greater than 13.
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“llength® denotes loss length of a burst, that is, each of the numbers in the first row gives the numbers of consecutive packets lost in a burst. Row 2
through to the last row of the first column of the table gives the names of machines. Underneath each machine name is the overall percentage loss. The
*213" column gives the numbers of burst losses with lengths greater or equal 13. “total” is the total numbers of bursts with lengths greater or equal 2.
“long’ means the longest burst loss suffered by a receiver. RFV sent a total of 43001 packets to the set of receivers on April 19%, 1996.




We can deduce the following table based on the above table copied from [6]. 

	
	spiff
	ursa
	lupus
	float
	cedar
	erlang
	tove
	excalibur
	bagpipe
	edgar
	artemis
	pax
	operator’s

	P
	5.24%
	5.28%
	5.28%
	5.4%
	5.48%
	5.58%
	6.19%
	6.29%
	6.36%
	12.99%
	26.02%
	26.02%
	0.1%

	S=f(P)
	86.77%
	86.62%
	86.62%
	84.69%
	83.62%
	85.62%
	84.19%
	84.45%
	83.75%
	43.42%
	51.64%
	53.39%
	99.73%


Where “P” means the packet loss rate and “S” means the probability of “a packet loss is a single packet loss”. “S” is a function based on “P”. Normally, when the packet loss rate goes up, the probability of “a packet loss is a single packet loss” goes down. When there is no packet loss or only one packet loss, the probability of “a packet loss is a single packet loss” is 1. Therefore we use statistic tools to search for the function f, which is shown in Figure 1 and the value of f(0.1%) is  99.73%, which means when the packet loss rate is 0.1%, with probability 0.99., a packet loss is not a consecutive packet loss. We can also see from the figure that the probability of non-consecutive packet loss becomes unstable when the packet loss rate is high, but is very stable when the packet loss rate is low. We can regard the curve between packet loss rate = 0 and 0.1 as a line   -2.75x + 1. Therefore suppose in a period, there are N packet losses in operator’s network (i.e. 0.1% packet loss rate), a probability that consecutive packet loss occurs is less than 1 - 99.73%N-1. When N-1 packets are non-consecutive packet loss, so is the last one.
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Figure 1
Suppose eNBs receives 75 MBMS packets per second with packet size equal to 400 bytes of one MBMS bearer as same as the value in paper [3], there are 48 packets in each 640ms. The probability that consecutive packet loss occurs in this 640ms is:
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 means the probability that there are n packet loss in these 48 packets. Since when there is only one packet loss, consecutive packet loss does not occur, n starts from 2. We could see the above value is less than 3.055 x 10-6. Since there are at most 32 MBMS bearers are multiplexed together, the probability that consecutive packet loss occurs in these 32 MBMS bearers in 640ms is 1 – (1 - 3.055 x 10-6)32 < 0.01%. The above probability model is not exact, but it is sufficient to realize that the probability of consecutive packet loss in 640ms is really small. 
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