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1   Introduction

As it has been agreed after the last RAN2#67 meeting, the four relay architecture options shall be described in a RAN2 internal TR[1]. And in the RAN3 baseline paper [2], it was agreed that: 

The following requirements are assumed with regards to the relaying functionality:

· Impact to legacy network elements shall be minimized (especially the core network);
This document analyzes these different impacts from the EPC network point of view.
2   Discussion of impact on Rel 8 EPC
2.1   Architecture alternative 1

2.1.1 New IP packet mapping mechanisms needed in EPC
As we known, in LTE Rel 8 system, the TFT is used to classify the IP package into the bearer. In PGW, the DL TFT is used for DL packages. In UE, the UL TFT is used for UL package. While in Alt 1 [1], new signaling and bearer mapping mechanisms are introduced into all EPC nodes (including both PGWs and MMEs), which are new packet filtering rules and different from the current Rel 8 rules based on SDF/TFT.
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It was further clarified in [3]
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· For the UE’s user downlink data, the UE-PGW needs to be aware of the RN Bearer type and indicate the RN bearer type as a Diffserv Codepoint (DSCP) of the IP header according to the QoS (i.e. QCI) of the UE EPS bearer. And in the RN-PGW, the corresponding operation is performed, i.e. the RN-PGW classifies the encapsulated GTP-U/UDP/IP packets (by UE-PGW) into RN bearer based on the DSCP field of the packet. It is still not clear what the concept of the RN Bearer type is and what it means to the current EPC, while anyway this alternative introduces a new BearerType(RN)-DSCP-mapping (e.g. QCI-DSCP-mapping) mechanism and rule for the UE data transportation in both RN-PGW and UE-PGW, which seems different from the current SDF -based data mapping rules in Rel8. And actually, only ToS field in the IP header, instead of the DS Codepoint field is used in current 3GPP specification.[3]
· For the UE data, the mapping between UE bearer and RN bearer is based on the QCIs of UE bearers. It implies that the UE bearers with same QCI should be mapped into the same RN bearer, even if they have different ARPs, which prevent the different operation on the UEs bearers with different treatment priority (e.g. bearers with same QCIs but different ARPs). To a certain extent, it also means the QoS attribution of some UE bearers are modified by the RN which somehow violates the QoS handling principle in E-UTRAN (i.e. no QoS negotiation/modification in E-UTRAN).
· For the control plane signalling (from UE-MME to RN), the S1AP message is transported as the user plane data of the RN bearer crossing the RN-PGW/SGW. In order to classify the IP-packeted S1AP messages into appropriate RN bearer, the RN-PGW needs to know how to map the IP-packeted S1AP to a proper RN bearer, which also means the RN-PGW needs to distinguish the IP packets. One possible way is that the UE-MMEis also aware of the RN Bearer type and indicates the RN bearer type as a DSCP of the IP header of the encapsulated S1AP/SCTP/IP packet, then the RN-PGW could classify the packets into proper RN bearer, hence the S1AP signalling messages could be transported as a user plane data from the UE-MME to the RN via the RN-PGW/SGW. This means the MME should also need to be aware of the RN Bearer type and support a new and united SignallingType (S1AP)-DSCP-mapping rule. And so far, it is not clear how the MME select a proper user bearer for the S1AP message which has no similar QoS parameters with the UE user data (i.e. based on the corresponding QCI). 
· Another solution mentioned was to define an enhanced SDF [3]. So far it is not clear how to implement this so-called enhanced SDF mechanism, while anyway, it seems this enhanced SDF would be different the current SDF mechanism and hence impact the Rel 8 EPC network, which also needs more investigation in the SA and CT group.
Therefore, we can get the following conclusion:

Conclusion 1: In Alt 1, some new functionality needs to be added into the Rel 8 PGWs and MMEs so as to support the new mapping rule.
Further more, the above mentioned mapping rule, e.g. between BearerType(RN) and DSCP, are not defined in any specifications. One possible way mentioned is to apply a static pre-configured (by OAM configuration) at each PGW (and MME/eNBs), from the network operation point of view, it is a huge work effort to update all the Rel8 EPC nodes, and besides, there’s a probability to introduce IOT (Interoperability Test) issue. If the RN’s EPC nodes and the UE’s EPC nodes locate in the same PLMN, the IOT issue may be coordinated by OAM configuration. But when we further consider the roaming scenario that the RN’s PGW and the UE-s PGW locate in different PLMNs（(e.g. in roaming scenario, i.e. the UE-PGW is located at H-PLMN while the RN-PGW locates in V-PLMN), it is difficult for different PLMNs to apply the same pre-configuration operation by OAM and then the potential IOT issues are foreseen inevitably. 
Another way is to standardize these new mapping rules, but it means some direct impacts on the EPC if we want to standardize such rule under the 3GPP scope. 
While anyway, from network operation point of view, the upgrade for Rel 8 EPC nodes are required.
Then we can achieve another conclusion to the Alt 1:
Conclusion 2:  In Alt 1, the Operators need to update the Rel 8 EPC nodes by either a unified pre-configuration approach or further standardization work in order to implement the new mapping rule.
2.1.2 EPC of RN needs to distinguish the downlink IP packets to RN or to normal UE
With regard to a PGW which is selected by both normal UEs (UE directly connecting to the eNB) and the RN(UE accessing the eNB via RN), this PGW needs to distinguish the incoming downlink IP packets. For the normal UE’s data (directly sent by DeNB to UEs), this PGW (as the UE-PGW) should filter the data according to the current SDF-based mechanism. While for those user data (to the UEs under RN), the PGW (as the RN-PGW) should classify the user data according to the DSCP of IP header. So, additional mechanisms have to be introduced to trigger the different handling in PGW.  This is also an impact on the current EPC network.
Conclusion 3: In Alt 1, some mechanism needs to be introduced into the PGWs to support the different handling on the incoming IP packets.
2.1.3 QoS handling to transport S1AP signaling
As above described, the S1AP/X2AP signalling messages are transported as the user plane data of the RN bearer crossing the Un air interface. While, in current Rel 8 LTE system, the user data and signalling message have different handling via the air interface. And generally, different configurations are applied to the signalling message and user data. A sample is that the user data does not need the integrity protect handling while signal message needs this security aspect in PDCP.  So in order to meet the requirement of LTE-A, it is necessary for the SA2/RAN2 to investigate whether it is feasible for current user plane QoS mechanism to carry the S1AP signaling message.
Conclusion 4: In Alt 1, the QoS handling method for the user plane bearer to carry the S1AP signaling message needs to be further investigated.
2.1.5 Scalability consideration
In Alt 1, each RN needs to setup one separate S1-MME interface towards each MME belonging to a MME pool to which UEs attach. (A similar mechanism would apply for the S1-U interface as well.). It means the RN has to maintain the S1 interface towards each the MMEs in the MME pool, and corresponding each MME has to maintain additional S1-MME interfaces towards each RN as well as each DeNB. It will increase the process load on the interface management in each MME. This scalability issue will be exacerbated when high density RN are deployed which scenario is actually agreed in the RAN2 #66bis meeting. 

In Alt 1, since each S1 interface will cross the Un air interface, more S1 interfaces will lead to a higher radio resource consume on the Un interface. Further considering the overhead brought by the SCTP path management and GTP-U path management i.e. the HeartBeat mechanism in SCTP and Echo mechanism in GTP-U respectively, which are periodically performed to maintain the TNL reliability crossing the Un air interface, but more radio resource will be wasted due to the increase of S1 interface via the Un interface.
Conclusion 5: In Alt 1, the scalability issue will increase the process load on the EPC nodes.

2.2   Architecture alternative 2

2.2.1 Depending on the Local breakout (LBO) functionality
In Alt 2, Local breakout (LBO/LIPA) functionality is introduced by integrated the “PGW functionality” into the DeNB. While as we know, the discussion on the Local breakout (LBO) functionality/procedure in SA2 is ongoing and is still far away from mature. For example, currently many solutions are being discussed on how to implement the Local breakout (LBO) functionality, and integrating the “PGW functionality” into the eNB is one of the discussed solutions, which is still being questioned on whether it is feasible in SA2. Furthermore, the Relay scenario is actually out of the scope of Local breakout functionality discussed in SA2. If the Relay feature depends on the Local breakout (LBO) functionality, it means we would depend on the discussion of LBO in SA2 and the impact on the current Rel 8 EPC is obviously foreseen.
Conclusion 6: Before the feedback from SA2, the Local breakout functionality should not be regarded as a feasible feature in the Relay architecture.

2.2.4 QoS handling method needed

Similar with Alt 1, in Alt 2, the QoS handling method for the user plane bearer to carry the S1AP signaling message needs to be further investigated.
2.3   Architecture alternative 3
Actually, the Alt 3 has the similar impact with the Alt 1 and Alt 2, hence the above 6 conclusions are also applicable to the Alt3.
2.4   Architecture alternative 4

As described in [1], in Alt4, the RN is subordinate to the DeNB and the DeNB is aware of per UE per bearer context. With the HeNB GW-like functionality, the DeNB terminates the S1AP both towards the RN (as a MME) and towards the EPC (as an eNB). Then the DeNB could handle all the procedure from RN towards to the EPC. Hence, the Alt4 could completely re-use the current Rel8 EPC and no impact is foreseen. It means a feasible approach to easily deploy the Relay architecture with the current EPC network. 
Conclusion 7: In Alt 4, there is no impact on Rel 8 EPC and can reuse Rel-8 EPC.

3   Conclusion and Proposal
In this document we analyzed the possible EPC impacts of different Relay architecture alternatives. By reviewing the mapping mechanism and functionality, different handling requirement in PGW, user plane carrying S1AP message issue, and the Local breakout (LBO/LIPA) functionality, the following conclusions were drawn from the above analysis.

Conclusion A: Alt 1/2/3 have the impacts on the Rel 8 EPC on both the functionality and the procedure.
Conclusion B: Alt 2/3 depends on the Local Breakout functionality discussion in SA2.

Conclusion C: Alt 4 has no impact on Rel 8 EPC.
Based on the above conclusions, we propose to capture the following text proposal into Relay TR.

----------------------------------------Text proposal ---------------------------------------------

6
Backhaul aspects

Editor’s note:
Primary responsible WG for this clause is RAN3.
Requirements

The following requirements are assumed with regards to the relaying functionality:

· Impact to legacy network elements shall be minimized (especially the core network);
6.x EPC Impact aspects
6.x.1 Alternative 1

In Alt 1, the impacts on the Rel 8 EPC are foreseen.

6.x.1 Alternative 2
Notes: Whether this alternative is feasible is FFS and depends on the Local breakout (LBO/LIPA) functionality discussion in SA2.

6.x.3 Alternative 3
Notes: In Alt 3, the similar impacts with Alt 1 and Alt2 are foreseen.
6.x.4 Alternative 4
The Alt 4 can completely re-use the current Rel 8 EPC and no impact is foreseen. It means a feasible approach to easily deploy the Relay architecture with the current EPC network. 
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The UE’s PGW to mark the packets with specific diff-serve code points based on the QCI of the bearer


The Relay’s PGW to multiplex UEs bearers with the same diff-serve code points to a single relay bearer


The relay is configured with the same QCI-bearer mapping to perform multiplexing of the UE’s bearers to the relay’s bearer based on QCI on the uplink





The RN-PGW, which serves the RN, also needs to decide on the UE bearer to RN bearer mapping. The RN bearer type may be indicated as a Diffserv codepoint in the DS field of the IP header of the GTP IP packet sent by the UE-S/PGW.


The PGW of the RN receives the GTP tunnelled packet addressed to the RN and classifies the packet into RN bearer according to packet filtering rules (based on the DS field of the packet) and encapsulates the packet into a second GTP tunnel, corresponding to the RN bearer. This means that EPS bearers of different UEs connected to the RN with similar QoS are mapped into the same RN bearer.


In the uplink, the RN performs the UE bearer to RN bearer mapping, which can be done based on the QCIs of UE bearers.
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