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1.
Introduction

This contribution analyses the necessity of introducing X2 interface directly between RNs and RN and non-DeNB.
In the past RAN3 meetings, the working assumption of RN architecture has been approved. But 4 alternatives [4] were discussed in RAN2 and it has not decided which one is the baseline for RN architecture.
For all of these four alternatives, whether X2 interface introducing into the architecture still needs to be discussed.
2.
Discussion
2.1
Scenarios

In the last meeting, there is an open issue about the necessity of X2 interface, which may be introduced between RNs and RN and non-DeNB. There are several scenarios about the X2 interface deployment in the RAN3’s baseline RN architecture.
In the working assumption made by RAN3, S1-AP for UE is terminated at RN. By the same principle, it assumed that the X2-like interface used in RN is also terminated at RN.
The following figure shows the scenarios which will be considered for the X2-like interface introducing. The X2 interfaces (orange line) which defined by R8 LTE are meshed deploying between eNB and DeNBs through IP connectivity. RN accesses to DeNB via Un interface (green line). The X2-like interfaces discussed in this paper is shown as purple line.
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Figure 2: Scenarios of X2 interface deployment
There are three scenarios of X2-like interface deployment between RNs and RN and non-DeNB:
· Scenario 1: The X2-like interface between RN and non-DeNB (i.e. the eNB in the figure as above);

· Scenario 2: The X2-like interface between RNs served by the same DeNB (i.e. DeNB1 in the figure);

· Scenario 3: The X2-like interface between RNs served by different DeNBs (i.e. DeNB1 and DeNB2 showed in the figure).
2.2
Motivation

In LTE, X2 interface was introduced to decrease the handover signallings exchanging with MME when the handover occured between two eNBs served by same MME. It also allows the user plane data path breakout at E-UTRAN without involving EPC.

Comparing the signalling delay for handover preparation in control plane, S1 handover has longer latency than X2 handover, since the S1 handover needs more treating time by MME and more transmission delay due to transmit handover signalling between source and target eNBs via MME [3]. 
However, in the working assumption of LTE-A architecture, it seems that the transmission delay brought in by PGW served for RN in X2-based handover will still shorter than the delay in S1-based handover, in which the transmission delay is increased due to interaction with MME. The shorter interruption time during handover will give the better user experience.
That’s why we consider introducing X2-like interface to RN architecture again.
2.3 The load of mesh connection
Based on the working assumption of architecture, the S1 interface of UE is terminated at the RN, it deduced that X2-like interface would also terminated at the RN.

If the X2-like interface is introduced, the X2-AP signalling for the UE is transferred by the DRB on the Un interface between RN and DeNB. As the RN EPS Bearer mapped from E-RAB is located between RN and PGW served for RN, the X2-AP signalling should be forwarded by PGW served for RN between source and target RAN nodes. It means that the X2-AP signalling transferring is transparent for the DeNB.

Due to the packets carried on a RN EPS Bearer will be de-multiplexed at PGW served for RN, the SCTP association between two RNs or between RN and non-DeNB is transparent for DeNB. If a new RN is added, it needs meshed connections with all of other RNs, DeNBs and non-DeNBs. Nevertheless, the amount of increased SCTP associations is as same as a new eNB addition.
For alternative 2 discussed in RAN2, the SGW/PGW function for the RN is integrated with DeNB, the X2 interfaces between DeNBs and between DeNB and non-DeNB can be reused for RN related X2-like interface. Therefore, the SCTP association will not increase with the new RN adding to the network.
And for alternative 4 discussed in RAN2, similar with S1-MME, the X2-AP is also terminated at RN and carried by RRC on the Un interface. From the EPC point of view, the RN is just a cell under the DeNB. Consequently
, the SCTP association will not increase when the new RN joined the network.
It is concluded that the RN deployment can not introduce heavy load on the maintenance of SCTP associations.
2.4
Handover Signalling Path
The X2-AP signalling path for RN in different scenarios are showed in the figure below. For the working assumption architecture, all of the X2-AP signalling should be forwarded by PGW served for RN. At least two hop delays (i.e. the hop between RN3 and DeNB1 and the hop between DeNB1 and RN’s PGW in scenario 1) in the transmission path are introduced for every X2-AP signalling which used by X2-based handover.
However, compared to the delay introduced by PGW served for RN, the wireless Un interface delay might be more significant, since the X2 interface is terminated in RN. Typically, in the Scenario 2 and 3 which showed in the following figure, the X2-AP message transferred between two RNs will pass through two Un interfaces. According to the user plane transfer delay requirement in LTE, it means 10ms transfer delay will be introduced in Scenario 2 and 3 by Un interface. Two hops transmission delay are also introduced by PGW served by RN forwarding X2-AP signalling. It assumes that one hop wired transmission delay is shorter than one hop wireless transmission delay, and at most 20ms delay in sum will be introduced in one X2-AP signalling message transfer.

We believe that the processing delay in MME plus transmission delay from one RN to another one will lead more than 20ms latency.

It is concluded that the X2-AP handover signalling transmission delay is shorter than S1-AP handover signalling transmission delay in RN architecture, and it can be accepted.
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Figure 3: The PGW served for RN in the X2-AP signalling path
If using the architecture alternative 2, 3 or 4 discussed in RAN2, the transfer delay due to pass through PGW served for RN can be saved by integrating RN’s PGW and DeNB.
2.5
Data Forwarding

Data forwarding is an important component in X2-based handover for the lossless PDCP. The RN establishes forwarding GTP tunnel per UE towards target eNB, and the forwarded traffic will necessarily go through the SGW/PGW served for RN [2].
The forwarding path has the same track with X2-AP signalling path, which shows in Figure 3. Except the forwarding path is longer because of existing of PGW served for RN, the other problem is that the packets should be send back through Un interface if the UE hasn’t give the positive acknowledge (ACK) of them and be forwarded to the target side.
As the X2-AP: Handover Request/Handover Request Acknowledge message is delivered transparently via DeNB, the packets which haven’t send to source RN but have received by source DeNB will be send to the source RN continually. Although the SGW send End Marker packet to the source DeNB to notify the end of packet sending from SGW, it also be delivered to the RN without any interpretation by the source DeNB, because the source DeNB didn’t know the End Marker packet arriving. It will increase the load on the Un interface and waste the resources for unnecessary transmission.
Typically, the transmission and forwarding path of End Marker packet in Scenario 1 is: SGW -> RN’s PGW -> DeNB1 -> RN -> DeNB1 -> RN’s PGW -> eNB.

Alternative 3 has the same character on the forth and back data forwarding on Un interface with the discussion above.

If alternative 2 is used, the HeNB-GW like functionality deployed in DeNB, the DeNB may stop sending data to RN and forward them to target RAN node (eNB or RN) directly. After the Handover Request message has been sent, the packets, arrived to the source RN but has not been transmitted to UE, would have to be transmitted over the Un interface back and forth.
And for alternative 4, the forwarding data transferred forth and back on Un interface can be avoided completely.
4.
Conclusion

This paper has analysed the aspects of maintaining SCTP associations, the path of X2-like signalling and data forwarding. It shows that introducing X2-like interface between RN and non-DeNB and RNs will not lead to too much burden to the network. For some alternatives, the forwarding data will transmitted back and forth over Un interface, but it can be resolved by other alternatives.

According to the discussion above, we proposed that X2-like interface is needed, it is more beneficial to avoid too many signalling exchanges between E-UTRAN and EPC.
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