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1. Introduction

In RAN2 LS [1] on eMBMS dynamic scheduling to support service multiplexing, a question is raised:

	Question 2: RAN3 is kindly asked to clarify the method for dropping packets when eNB cannot schedule all the data to transmit in a synchronization period where multiple services are to be scheduled. (which PDUs)


This contribution gives the analysis to respond the LS.
2. Discussion
2.1 Location of packet dropping
It is understood that substantial gain can be achieved when multiple eMBMS services are multiplexed together. However, the bit rate of the multiplexed services is still variable. The multiplexing is performed inside an MCH to which the resource is generally statically allocated, so it is possible that the multiplexed bit rate exceeds the allocated bandwidth. Some packets need to be dropped for a specific synchronization period. 
To drop the packets without harm of eNB synchronization, there could be two solutions, either to increase the allocated bandwidth of MCH to a safe margin, or to synchronously drop the packets when overflowed/exceeded. According to the study [2] that if we allow e.g. 1% packets to be dropped, the needed resource is much less, where the gain could be as much as 50%.  (It is assumed that the data forwarding latency should be less than 1s. Thus, the traffic can not be sufficiently smoothed without dropping). Hence, it is critical that a small amount of data is allowed to be dropped. This is true for both VBR and CBR services. As shown in figure 1 the bit rate of a CBR service from real-time statistics is also variable, although the variation is much smoother compared to a VBR services (this is why there is a multiplexing gain for both VBR and CBR services).
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Fig 1, CBR service statistics and dropped bit rate satisfying 1% dropping rate; 1.5x105 bps resource is allocated for every 0.5s period
We think it is not a good idea to drop too much data, so in the analysis it is assumed that at most 1% packets can be dropped during the transmission. According to the above discussion, there needs a dropping function, so the question is where to locate this function. The traffic is delivered from the BM-SC and this is also the place where other eMBMS functions such as SYNC entity are located, so we think that the BM-SC should be the suitable point to shape the traffic. The mechanism can be that the BM-SC determines the aggregated bit rate (ABBR) of the multiplex and monitors the traffic, if exceeded; the BM-SC can drop some packets. The MCE allocates the resources according to the required aggregated bit rate (ABBR). As seen from Figure 1, only 1% packets need to be dropped at most.
In this way, the standardization of a complex distributed scheduling algorithm considering fairness, throughput, and priority can be avoided. Therefore, the dropping is transparent to RAN.
Proposal 1: There needs a packet dropping function, and which is performed by BM-SC

2.2 Abnormal case
If the traffic is shaped by upstream nodes, normally, eNB is away from the complex distributed dropping function, but there might be some abnormal cases. For example, when transmitted from BM-SC to GW, some packets are delayed to the next synchronization period, and the consequence can be that the following synchronization period gets excessive packets for transmission. Another example is the BM-SC and MCE are manufactured by different vendors with different algorithms, e.g. packet dropping algorithm in BM-SC is not ideal or MCE wants to save as much resource as possible, and the consequence is that occasionally a few packets cannot be transmitted. Though they should happen very rarely, these abnormal cases need to be considered for the reason of robustness.
For these abnormal cases, the simplest way is to just define that the packets of a specific service will be dropped, e.g. always the last service in the transmission order, which has sufficient data to be dropped. Since this happens rarely, the QoS of that last service will not be noticeably affected.
Proposal 2: It is specified that in abnormal case eNB drops the packets of the services in the reverse order of the transmission order. Other services are affected only if all the packets of the victim service are dropped.
3. Conclusion

In this document, the packet dropping issue is discussed from RAN3 perspective. We find the dropping function is needed, but the distributed dropping function in eNB should be avoided. The simplest way is to perform the dropping function in the source node, i.e. BM-SC.
The proposals are summarized below:
Proposal 1: There needs a packet dropping function, and which is performed by BM-SC

Proposal 2: It is specified that in abnormal case eNB drops the packets of the services in the reverse order of the transmission order. Other services are affected only if all the packets of the victim service are dropped.
If this can be agreed, Alcatel-Lucent volunteers to draft the LS response to RAN2.
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