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1. Introduction

This contribution investigates the DL buffering of data in the case when the Handover involves a relay. In the previous RAN WG2 meeting the issue of redundant data forwarding on the Un interface was discussed [1].  
As discussed in that contribution, when RLC is unacknowledged, the PDCP SDUs in the relay node for which the transmission in the downlink have not yet been completed by RLC, have to be forwarded to the donor eNodeB via Un interface. 
This contribution looks at the total amount of data that will be required to be buffered and forwarded from the source node (relay or eNB) to the target node (relay or eNB).
2. Background
Typically when AM RLC mode is used we have RLC STATUS polls every 200ms. So at most there will be 200ms of data in the buffer. In practice the HO could occur at anytime before the 200ms polling time. So the amount of data buffered may be less.
Additionally when a HO takes place there will be data that needs to be forwarded from the source to the target eNB after Handover acknowledgment but before DL path switch. 

3. Downlink Data Buffering
For LTE handover involving relays, data that needs to be forwarded back from the relay to a target node (relay or eNB), will use Un radio resources. In order to investigate the typical amount of data that needs to be forwarded back from the relay to the target we look at a typical WWW application which comprises file transfers and the worst case where an application fully fills the relay buffer with IP packets. 
3.1 AM RLC Buffering for WWW Application
Loss sensitive applications like web browsing and delivery of IP television services are good examples of applications which need lossless handover. For these applications typically the size of the IP packet will be about 1500 bytes. 
Assuming that a WWW application typically consists of a sequence of file downloads. Each file download can be modelled as a sequence of packet arrivals, having the following statistics:
The file size follows Pareto distribution with a parameter a = 1.1, mean 12,000 bytes, minimal file size 1,858 bytes, maximal file size 5,000,000 bytes. 

The probability density function is:
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          Where a=1.1, k=1858, and m=5,000,000.
The Inter-arrival time of IP packets is exponentially distributed with mean of 8.3 ms. After the document has entirely arrived at the terminal, the user is consuming a certain amount of time for studying the information. This time interval is called reading time, which is exponentially distributed with mean 12 sec.
Typically for a WWW application file transfer data packets will be sent with RLC AM, and the RLC status timer is typically 200ms, therefore there can be as much as 24 (200/8.3) packets in the eNB buffer for every UE at the moment of handover, if a AM RLC status is just about to be processed. This assumes that the UE is only consuming WWW traffic and ignores any other applications that might be running in parallel.
The number of handovers (HO) that occur in a relay depends heavily on the number of UEs served by the cell and the size of the cell. For this analysis we assume that the handover rate is 3600/hour, so we have 1 HO per second. As shown in [2] the “handover rate” (i.e. the number of HOs per unit time) could be much higher (about 3x). 

Assuming a handover rate of 1 HO per second then the total data rate of this RLC buffered data forwarded to target node = 0.29MB/sec (2.9% of a 10MB/sec Un capacity)
3.2 Data Forwarding for Packets during lossless HO

The amount of data buffered in the DeNB will be made up of two elements:

1. Data buffered in eNB as a result of RLC AM buffering, due to periodicity of RLC status reports

2. Data buffered and forwarded to target eNB after HO request acknowledgement.
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Figure 1 Intra-MME/S-GW Handover from TS 36.300

For the Intra-MME handover shown in figure 1, the extra amount of data buffered and forwarded during HO will be the amount of data from when the Source eNB starts buffering DL data (start point) and forwarding to the Target eNB after Step 7 to when the Source eNB stops DL data buffering and forwarding until the “End Marker” (stop point).
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Figure 2 Handover Scenarios with Relays
We assume one-way transmission from the RN to the DeNB and from the DeNB to the RN is 2ms. Appendix A shows how all the components for the delay (D) are constructed. For different HOs scenarios the total number packets to be forwarded from source to target can be seen below:
·  Scenario 1: (RN_11 <-> DeNB_1)
 D =  NU + RR + Sync + NA + NA + AN








50ms
  6  IP Packets  per UE



· Scenario 2: (RN_12 <-> DeNB_2)
 D =  NU + RR + Sync + NA + NA + AN








50ms
  6  IP Packets  per UE
· Scenario 3: (RN_12 <-> RN_21)
D =  NU (Uu) + RR + Sync + NA + NA + AN + NU (Un)


54ms
  7  IP Packets per UE
· Scenario 4: (RN_11 <-> RN_12)
D =  NU (Uu) + RR + Sync + NA + NA + AN + NU (Un)


54ms
  7  IP Packets per UE
Therefore for the WWW application we will have a maximum of 6 or 7 packets that need to be forwarded per UE due to Intra-MME/S-GW lossless handover. 
If we assume 1 HO per second and if we then assume that 7 1500byte packets are forwarded every second this gives a extra forwarding overhead data rate over the Un of 0.084MB/sec (0.84% of a 10MB/sec Un capacity).
Combining this with the data buffered in eNB as a result of RLC AM buffering due to periodicity of RLC status reports (24 packets) we have a total data forwarding required of 31 packets, which could be as much as 0.36MB/sec (3.6% of a of a 10MB/sec Un capacity).

3.3 Maximum Data Rate Buffering

For a UE that has an application like FTP where the peak data rate is 10MB/sec, we can calculate a maximum eNB buffer size where 10Mb/sec gives us 833 IP packets per second and 168 IP packets in 200ms. So the worst case buffering will be 167 IP packets. Combining this with the HO forwarding packets gives us 175 IP packets to be forwarded during HO. 

If we assume 1 HO per second for UEs connect to a Relay and if we then assume that 175 1500byte packets are forwarded every second this gives a total forwarding overhead data rate over the Un of 2.1MB/sec (21% of a 10MB/sec Un capacity).
To compare the percentage capacity of the Un interface that is required to support the transfer of the buffered data from the source to the target, the following figure plots this percentage for the maximum amount of buffered data and the typical values calculated from the WWW application.
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Figure 3. Data forwarding data rate as a percentage of Un Radio Data Rate
4. Conclusions
The maximum data rate buffering that could be expected assuming 1 HO per second and 175 1500byte packets forwarded every second gives a total forwarding overhead data rate over the Un of 2.1MB/sec (21% of a 10MB/sec Un capacity).

For a UEs running WWW applications (with mean Inter-arrival time of IP packets of 8.3 ms) in a cell operating with 1 HO per second the total data rate of  data forwarded to target node due to RLC buffering and lossless handover could typically be as much as 0.36MB/sec (3.6% of a of a 10MB/sec Un capacity).
We propose:

· Due to the potential waste of the Relay Un radio resources that RAN WG3 should decide that a method of avoiding redundant forwarding of data packets is worthwhile.
5. References
[1] R2-093735, Joint PDCP protocols on Uu and Un interfaces to improve type-I relay handover, Research In Motion UK Limited
[2] R2-093744, Handover-related Performance for Relay Alternatives, LG
Appendix A

The following picture shows the typical delays and transmission times for HO scenarios.
Ref: TR R3.018-v1.0.0
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	Transmission from aGW to eNodeB (5 ms) and processing in eNodeB (2 ms)
	AN
	7 ms

	One-way transmission from eNodeB to aGW (5 ms) and processing in aGW (2 ms)
	NA
	7 ms

	One-way transmission between eNodeBs (10 ms) and processing in eNodeB (2 ms)
	NN
	12 ms

	One-way transmission from eNodeB to UE (2 ms) and processing in UE (2 ms)
	NU
	4 ms

	One-way transmission from UE to eNodeB (2 ms) and processing in eNodeB (2 ms)
	UN
	4 ms

	Resource Reservation in eNodeB
	RR
	5 ms

	Synchronization time at UE
	Sync
	20 ms
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